**An integrated augmented reality surgical navigation platform using multi-modality imaging for guidance**
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**Spatial calibration of pico-projector and tracking tool**

The objective of pico-projector and tracker tool calibration is to maintain accuracy of projection image correctly overlay computer-generated information onto surgical surface even the system maneuvers to different location. The result of calibration is to define the tracking tool and projector spatial parameters including translational and rotational attribute. This calibration involves two steps: 1) Camera and tool calibration and 2) Camera and projector calibration. S1 Fig describes both step of calibration procedure that establishes the spatial relationship between the camera, projector and tracker tool.

**Camera and tracking tool calibration**

Camera and tracking tool calibration step is to define spatial relationship between centre of camera and origin of tracking tool coordinate in term of homogeneous transformation matrix that consist of 3x3 rotational matrix $R$ and 3x1 translational vector $t$. The definition of rotation parameter could also be represent as Euler angles $(R\_{x},R\_{y},R\_{z})$. The calibration process commence with photographing a known dimension of planer checkerboard pattern from various prospective using tracked camera, the correspondent tracking tool position and orientation are recorded to compute spatial transformation. Via optimization process, the grid dimension of checkerboard from each photograph compares to real grid dimension to determine intrinsic and extrinsic parameter of camera. The optimization process employs open-source camera calibration toolbox[[1](#_ENREF_1)] for Matlab (R2010b, MathWorks Inc., Natick, Massachusetts). The calibration uses pinhole camera model to describe relationship between 3D space and projection onto the 2D coordinate image plane. Intrinsic parameters provide characteristic of the camera including focal length, principal point, skew coefficient and lens distortions. The detail description of the model and methodology of camera calibration refers to the literatures[[2-4](#_ENREF_2)]. The checkerboard pattern used in the calibration has a dimension of 30 mm x 30 mm with 9 x 7 grids array fabricated from laser printer in resolution 600 dpi on A4 paper. The extrinsic parameter represents rigid transformation of each prospective image from world coordinate (in checkerboard space) to camera. Combining both intrinsic $A$ and extrinsic $[R t]$ parameters, the 3D space $M=[X,Y,Z,1]^{T}$ can map to 2D camera image $m=[u,v,1]^{T}$ presenting by

$sm=A\left[R t\right]M$ where,$A=\left[\begin{matrix}α&c&u\_{0}\\0&β&v\_{0}\\0&0&1\end{matrix}\right]$

$s$is an arbitrary scale factor. $A$is the camera intrinsic matrix contain $(u\_{0,}v\_{0})$ principal point, $α$ and $β$ the scale factors, and $c$ skewness of the two image axes.

 **Camera and pico-projector calibration**

The objective of the camera and pico-projector calibration procedure is to determine the transformation matrix between camera and projector $\_{Proj}$. The projector model as inverse pinhole camera that mapping 2D image to 3D rays, the fundamental principle similar to camera calibration that previously described. The intrinsic and extrinsic parameters compute by mapping 2D image data point to correspond 3D data points using nonlinear minimization technique such as Levenberg-Marquardt method. The 3D data points acquire by projecting 2D image of known dimension checkerboard pattern on the planer surface in which a secondary real checkerboard pattern co-exist on the same surface defining the plan definition. The camera on AR device captures images of both projection and real checkboard pattern (S1 Figure B) from various prospective during calibration procedure. Acquired image set import to Projector-Camera calibration toolbox[[5](#_ENREF_5)] to compute transformation of camera and projector $\_{Proj}$. Combining the result from 1) camera and tracker tool calibration and 2) camera and pico-projector calibration, the resulting transformation matrix from AR device (ARD) to camera is $\_{Proj}=\_{Cam}\*\_{Proj}$

S1 Fig: (A) First step of camera-projector calibration for the mobile hand-held device. This step is to define the spatial relationship between the camera and reflective marker. During the calibration procedure, the AR device re-locates at different positions for the camera to capture an image of checkerboard pattern at each location. Simultaneously, the corresponding pose and orientations of the reflective marker are recorded. (B) Second step of the camera-projector calibration for the mobile hand-held device. During the calibration procedure, the AR device re-locates at different positions for the camera to capture an image including both the projection image of the checkerboard pattern and the real checkerboard pattern. The aim of this procedure is to define the spatial relationship between camera and pico-projector. Combining this with the results from first procedure, the spatial relationship can determined and represented by a homogeneous transformation matrix.
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