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S6 Fig. : Learning curves for randomized trajectory snapshots. The trajectory snapshots of the training-set have
been randomly shuffled and the prediction performance on validation trajectories is shown. A notable effect
on performance can be observed for improved state class, showing instable learning behavior. Classification
precision (purple), recall (red) and F1 (green) as a function of training steps for the three different states (A)
improved, (B) no-change and (C) decreased are visualized for CV fold 4. The vertical lines indicate the best
performance for each metric based on a moving average with a window-size of 30.



