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In this document, we present the pseudocode of the CLUS-RM algorithm capable of
using conjunction, disjunction and negation logical operators in redescription query
construction. The query language used in the manuscript Using Redescription Mining to
Relate Clinical and Biological Characteristics of Cognitively Impaired and Alzheimer’s
Disease Patients is constrained to only conjunction operators which also reflects on the
presented, restricted pseudocode of the CLUS-RM algorithm. We also show how can
constraint-based redescription mining extensions, introduced in the manuscript Using
Redescription Mining to Relate Clinical and Biological Characteristics of Cognitively
Impaired and Alzheimer’s Disease Patients be used when conjunction, negation and
disjunction logical operators are used in redescription query construction.
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CLUS-RM algorithm description
The pseudocode of the CLUS-RM algorithm capable of using conjunction, disjunction
and negation logical operator in redescription query construction is described in [1,2] and
presented in Algorithm 1.

Algorithm 1 The CLUS-RM algorithm
Require: First view (W1), Second view (W2), maxIter, Quality constraints Q, OpSet
Ensure: A set of redescriptions R
1: procedure CLUS-RM
2: [W

(0)
1 ,W

(0)
2 ]← createInitalData(W1, W2)

3: [P
W
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1
, P

W
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2
]← createInitialPCTs(W (0)

1 , W (0)
2 )

4: [r
W
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, r

W
(0)
2
]← extractRulesFromPCT(P

W
(0)
1
, P

W
(0)
2
)

5: for Ind ∈ {1, . . . , maxIter} do
6: [W

(Ind)
1 ,W

(Ind)
2 ]← constructTargets(r

W
(Ind−1)
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,r
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(Ind−1)
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)

7: [P
W

(Ind)
1

, P
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]← createPCTs(W (Ind)
1 ,W
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2 )

8: [r
(Ind)
W1

, r
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W2

]← extractRulesFromPCT(P
W
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, P
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)
9: if ¬ /∈ OpSet then

10: for (Rnew ∈ r
W

(Ind)
1
×Q r

W
(Ind−1)
2

∪ r
W

(Ind−1)
1

×Q r
W

(Ind)
2

) do
11: R ← addReplaceDiscard(Rnew, R)
12: else
13: for (Rnew ∈ r

W
(Ind)
1
×Q r

W
(Ind−1)
2

∪ r
W

(Ind−1)
1

×Q r
W
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W
(Ind−1)
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×Q r
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) do
14: R ← addReplaceDiscard(Rnew, R)
15: if ∨ ∈ OpSet then
16: for R ∈ R do
17: if ¬ /∈ OpSet then
18: r′1 ← argmax(R.maxRef(r1), r1 ∈ r

W
(ind)
1

)

19: else
20: r′1 ← argmax(R.maxRef(r1), r1 ∈ r

W
(ind)
1
∪ ¬r

W
(ind)
1

)

21: Rref ← (r′1 ∨R.q1 ×R.q2)
22: if ¬ /∈ OpSet then
23: r′2 ← argmax(Rref .maxRef(r2), r2 ∈ r

W
(ind)
2

)

24: else
25: r′2 ← argmax(Rref .maxRef(r2), r2 ∈ r

W
(ind)
2

∪ ¬r
W

(ind)
2

)

26: Rref ← (Rref .q1 × r′2 ∨Rref .q2)
27: R ← addReplaceDiscard(Rref , R)
28: R ← minimizeQueries(R)
29: return R
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The algorithm consists of four main parts: 1) Initialization, 2) Query creation (divided
in query construction 2.1 and query exploration 2.2), 3) Redescription creation and 4)
Redescription set optimisation.

1) In the initialization phase (line 2 in Algorithm 1), the algorithm makes a copy of
each instance from the original dataset and shuffles the attribute values for the copies.
For each attribute, the algorithm selects a random instance from the dataset and copies
its value for the selected attribute to the target copy (value of one instance from the
original dataset can be copied multiple times). This procedure breaks correlations
between attributes in the copied instances. Each instance from the original dataset is
assigned a target value 1.0 and each artificially created instance a target value 0.0. It is
possible to use the PCT algorithm to create initial clusters, from such dataset, by
distinguishing between original instances and copies containing shuffled values. The
described procedure is repeated independently for both views contained in the dataset.

2.1) Each node in the obtained PCTs represents a cluster. These nodes are
transformed to rules (line 4 in Algorithm 1) which are valid for the corresponding group
of instances. More details about transforming PCTs to rules can be seen in [3].

2.2) The next step is to describe the same groups of instances, as those described by
the produced rules, with the second attribute set (lines 6− 8 in Algorithm 1). To do this,
for each instance of the original dataset, the algorithm constructs a set of target variables
containing equal number of targets as number of rules constructed using the first set of
attributes (for more details see [2]). The instance has a target value 1 on position j if it
is described by the j-th rule from a set of rules constructed on the first set of attributes,
otherwise the value is 0. Instances for which information is missing, making it impossible
to determine the membership in support set of the query are also labelled with 0. We use
the multi-target classification and regression capability of PCT to construct clusters on
different views containing similar instances. The procedure is repeated by creating initial
rules on the second view and describing similar sets of instances by using attributes from
the first view.

3) Once the algorithm obtains rules for both views, it combines them by computing
the Cartesian product of two rule-sets (depending on the allowed operators, line 10 or 13
in Algorithm 1). Notation ¬rWi

denotes a set {¬r, r ∈ rWi
}. Each redescription is

evaluated with various user predefined constraints (such as minimal redescription
accuracy, minimal support, maximal p-value, contained in a set of redescription quality
constraints Q), to select candidates for redescription set optimization. Lines 15-27 from
Algorithm 1 allow CLUS-RM to produce redescriptions containing disjunction operator
(if allowed by the user). Function maxRef computes the improvement in redescription
accuracy achieved after extending the redescription using disjunction operator. For more
details on applying disjunction operator in CLUS-RM see [2].

Constraint-based redescription mining
The CLUS-RM algorithm incorporates constraints in redescription creation and one
additional score in the optimization function used for redescription set creation.
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To allow constraint-based redescription mining, we extend the CLUS-RM algorithm by
adding a new set of constraints C containing the user-defined attributes of special interest
and a type of CBRM used (parameter T ). Line 10 of Algorithm 1 is changed to
Rnew ∈ (r

(ind)
W1

){C,T } ×Q (r
(ind)
W2

){C,T }. Analogous change is made in line 13 from Algorithm
1. Thus, redescriptions are created only by combining those queries that satisfy
predefined constraints. For each redescription Rnew we apply query minimization
procedure before using redescription set optimization defined in lines 11 and 14 of
Algorithm 1. If query minimization procedure removes any of the key constraint
attributes defined in set C of CBRM, the created redescription is discarded.

In addition, CLUS-RM is extended with a new score measuring the overall score of a
redescription satisfying user-defined attribute constraints. This score and its different
variants are described in the main manuscript.
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