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In this document, we motivate our choice of statistical tests used in
the manuscript Using Redescription Mining to Relate Clinical and Biologi-
cal Characteristics of Cognitively Impaired and Alzheimer’s Disease Patients
and shortly describe their assumptions and limitations.

In the manuscript, we perform two different types of statistical tests:
a) measuring the difference in distribution between two different subsets of
entities and b) measuring the level and statistical significance of correlations
between different pairs of attributes.

a) From the tests measuring the difference in distribution between two
subsets of entities, we use Mann-Whitney U test [1], Kolmogorov-
Smirnov test [2, 3] and Anderson-Darling test [4].

Mann-Whitney U test is a non-parametric test that can be used with-
out any assumptions on the underlying data distribution to assess if
two samples have been obtained from a common distribution. The
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one-directional test can be used to determine the shift in distribution.
That is, if the null hypothesis of equal distribution is discarded, the al-
ternative hypothesis provides information whether there is higher prob-
ability to obtain larger or smaller values in one sample compared to the
other. The main assumption of this test is that all observations are in-
dependent from each other. The test has been originally designed to
work with continuous data (that is no ties should be present), however
it has been extended since with the corrections to enable using it on
data containing ties.

We use this test in our work to test the difference in distribution of
various biological indicators (containing numerical values) between pa-
tients with late mild cognitive impairment, Alzheimer’s disease and
those classified as cognitively normal. The attributes are numerical,
however they contain ties due to rounding in measurements and data
processing. Since throughout our work, we test the difference between
distinct groups of patients, the observation independence assumption
of the test is satisfied.

The second test used is the Kolmogorov-Smirnov test, the non-parametric
test often used to determine if two samples have been drawn from the
same distribution. This test is different from Mann-Whitney U test
because it tests the difference in cumulative distributions (location and
shape) of two samples whereas Mann-Whitney U test measures the
discrepancy between the mean ranks of the groups. Currently, one
drawback of using this method is that it can be affected by the pres-
ence of ties in the data (which are present in our dataset). Despite of
this, the results obtained with this test closely follow those obtained
with Mann-Whitney U test and the Anderson-Darling test.

Finally, the Anderson-Darling test can also be used to test if two sam-
ples are obtained from the same distribution. It has been shown [5] that
this test is more powerful than Kolmogorov-Smirnov test to test nor-
mality. In addition, the corrections have been developed to rigorously
test numerical data containing ties. Since many (especially biologi-
cal) attributes have been transformed so that their value distribution
closely resembles normal distribution, and given the presence of ties in
our data, we believe adding this statistical test significantly increases
the strength of evaluation of discovered findings.
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b) To test the level and statistical significance of correlations between
attributes we use Pearson [6] and Spearman’s [7] correlation coefficient.

The Pearson’s correlation coefficient is used to compute correlations
between normally distributed pairs of attributes. If some attribute
contains nominal values or at least one attribute is not normally dis-
tributed, we use Spearman’s correlation coefficient. The main reasons
for this is that Pearson’s correlation can produce undesirable or mis-
leading results if data is not normally distributed, as described in [8].
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