**Model Development Process**

To develop the prognostic models, the Clinical Practice Research Datalink (CPRD) observational data were extracted into a labelled dataset containing the independent variables (using the patients’ historical records at their baseline dates) and the dependent variable (occurrence of cardiovascular disease in the 10 years following the baseline date). The labelled dataset in supervised learning was denoted by {**X,**Y} and then partitioned into a training dataset used to develop the model (by learning patterns that are predictive of developing cardiovascular disease within 10 years) and a validation dataset used to internally validate the model.

Prognostic models are generally functions that map the independent variables to a value between 0 and 1 that corresponds to the risk of the dependent variable occurring. Machine-learning aims to learn the function from labelled data. Many machine learning algorithms have hyper-parameters that define a specific function (with parameters) to be learned. For example, random forest has hyper-parameters specifying the number of trees and the max depth of each tree (effectively how many interactions are considered in the model), whereas the decision rules are the parameters. To enable the same data are used to learn the hyper-parameters and the specific function parameters, a process known as cross-validation is often implemented to learn the hyper-parameters while trying to reduce the occurrence of overfitting. Once the optimal hyper-parameters have been learned via cross-validation on the training dataset, the final model parameters are then learned on the whole training dataset and the model is applied to the test set to estimate the performance on new data. In this study we implemented a grid search for the hyper-parameter optimisation. This requires the user to specify a range of values for each hyper-parameters and all possible combinations of the hyper-parameters are investigated, with the combination corresponding to the highest cross-validation performance metric (in this case, maximization of the area under the receiver operating characteristic curve [AUC] being chosen for the final model). The justification for selecting the hyper-parameters that maximises the AUC is that this is less affected when the labelled data are unbalanced compared to using a measure such as accuracy. When the classes are unbalanced, it is also a common strategy to over-sample the rare label data and under-sample the common label data as many machine learning models can be sensitive to unbalanced data. There is an option in *h20* library package in R to perform class balance when training the model, but when we implemented this the performance was not as good, so we left the training of the model to be done on the unbalanced dataset. Below, we describe in further detail the four algorithms used.

**Logistic regression**

The common technique used in medicine for binary outcomes is logistic regression [1]. This is a generalised linear model that models the log odds of the dependant variable (class) as a linear combination of the independent variables (features),

where the maximum likelihood is used to find the parameters that are most likely given the observed data. It is standard to use a zero mean normal prior for coefficients for regularisation.

**Ensemble learning (random forest & gradient boosting machines)**

The optimal supervised learning model depends on the problem domain. There is no model that consistently outperforms other models for all problems. Consequently, to reduce the variability of models, it is often desirable to combine lots of diverse models. This is known as ensemble learning. There are three population ensembles; bagging, boosting and stacking [2]. Bagging involves creating numerous diverse models by randomly partitioning the training set (i.e., randomly selecting a subset of training examples or randomly selecting a subset of features) and often combining the models using majority voting. An example of a bagging ensemble is random forest [3]. Boosting is another way to combine models, but unlike bagging where the model are created independently, boosting adds models to an existing set of models based on the new model performing well at predicting the outcome for training examples that the existing models in the ensemble performed poorly on. An example of a boosting algorithm are gradient boosting machines [4]. Boosting can reduce the variance and bias of a model [5], but is susceptible to noise [6]. As the class labels in this research have been identified using routine primary care data, there should be little noise in the labels.

**Random forest**

The random forest algorithm [3] averages multiple diverse decision tree predictions. Formally, the algorithm involves learning *ntree* diverse decision trees, where **X** is the input variables and Y is the outcome, each trained using a different random selection (with replacement ) of *mtry* variables. The overall prediction then takes the majority voting of all *ntree* decision trees,

The hyper-parameters of the random forest controls the complexity of the learning function. A random forest with a high max depth (maximum number of interactions between independent variables) and high *mtry* (number of variables included in each tree) is more complex and thus, more likely to cause over-fitting. Therefore, limiting the max depth or *mtry* can effectively perform regularisation and reduce the chance of overfitting. This can also be accomplished by sampling the number of data points to be used for each tree (row sample).

For the hyper-parameter grid search we investigated *ntree* = 50, 100, and 500; *mtry* from 5 up to the maximum number of variables in increments of 5; *max depth* = 2, 4, 6, 8, and 10; row sample of 90%, 95% and 100%. The chosen (optimal) random forest model had the hyper parameters: *ntree* = 500, *mtry* = 35, *max depth* = 6 (up to 6 variable interactions were used by the model) and row sample fraction of 0.95 (95% of the data points were used to train each tree).

**Gradient boosting machines**

Gradient boosting machines [4] aim to minimise the loss function (a measure of difference between the observed and predicted values) by combining a sequence of base-learner models. A common optimisation method to find a minimum is gradient decent which involves going down a gradient to reach a minimum. The key idea behind gradient boosting machines is to sequentially add a new base learner model to the ensemble sequence such that the new model is the model with the greatest correlation with the negative of the loss function’s gradient calculated using the current ensemble sequence predictions.

The gradient boosting machines algorithm [4] is a boosting algorithm that sequentially combines decision trees such that each additional tree is trained with more weighting placed on correctly predicting data-points that the previous decision trees misclassified. In simple terms, each new tree aims to correct for the mistakes of the previous trees. Gradient boosting machines have been successfully implemented across a range of classification tasks but are known to have performance issues when there is noise present in the data.

The hyper-parameters of the gradient boosting machine control the complexity of the learning function. A gradient boosting machine with a high *max depth* (maximum number of interactions between independent variables), high *ntree* (number of trees) and low observations per node (minimum number of data points required for each end node) is more complex and thus, more prone to overfitting. Therefore, limiting the *max depth*, *ntree* or increasing the observations per node can effectively perform regularisation and reduce the chance of overfitting.

The grid search for the hyper-parameters investigated in our models were: *ntree* = 10, 50, 125 and 200; *max depth* = 2, 4, 6, 8, and 10; the minimum observations per node was 2, 10, 50, and 100. The gradient boosting machine model was chosen to have a Bernoulli distribution and the chosen model had the hyper parameters: *ntree* = 125, *max depth* = 4 (up to 4 variable interactions were used by the model) and the minimum number of observations per node was 50.

**Neural network**

A neural network [7] is a supervised learning algorithm consisting of a network with an input layer, hidden layers and output layer. The output of each non-input layer node consists of a weighted linear combination of the previous layer nodes’ outputs transformed by a non-linear function. This is illustrated in the figure below:



The single hidden layer neural network has been shown to be a universal approximation [8], meaning it is suitable for modelling any function. For the neural networks, the size of the network (number of hidden nodes) controls the complexity of the model whereas the decay performs regularisation. The neural network hyper parameter grid search investigated: *size* = 3,5, 20, 50 and 100; *decay* = 0.00001, 0.001, 0.09, 0.1, 0.5 and 0.9. The chosen optimal neural network model had the hyper parameters: *size* = 3; *decay* = 0.09.
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