Supplementary Information
The following sections provide further information on the methods used in this study. Here we reproduce extracts of Williams et al. ([1]) from where many of the methods were adopted, and elaborate on new methods employed in this study. 

Please note that the use of radiocarbon data as a proxy for human activity and associated issues related to time-series analysis have been exhaustively explored in Williams [(2)] and [(3]). Extracts of these publications have been included below, but we direct readers with concerns in relation to the application of radiocarbon data as such a proxy to these publications for further details. 

The Dataset
This paper uses the most comprehensive radiocarbon dataset for the Australian continent assembled to date. The dataset has been published sequentially (AustArch 1, AustArch 2, Austarch 3, Index of Dated Archaeological Sites in Queensland) ([4-7]), and contains 3,761 dates from 1,562 sites between 12-0ka, and available for this analysis (Figure 1). The entire dataset is published and available for download from ([8]).

[bookmark: _GoBack]Chronometric and data hygiene review was undertaken of the entire dataset and only those dates with suitable information (including spatial location, sample material type, context, etc) and not considered erroneous by the researcher were included in the analysis. For the purpose of this analysis, the data include terrestrial (n=2,683) and marine (n=1,078) dates, and are divided into major bioregions (after ([9)) ]) (S1 Fig.Figure S1). For spatial analysis, each date is represented by a point with latitude and longitude coordinates projected into Lambert Conformal Conic projection (GDA 1994 Geoscience Australia). 

The strengths of the dataset include a wide geographical range covering over 7 million km2, encompassing major bioregions, including arid, semi-arid, semi-tropical, tropical, and temperate zones; and a wide variety of archaeological site types and contexts (including rockshelters, burials, shell middens, earth mounds, hearths, rock engravings, fish traps, stone arrangements and open sites). However, the dataset has poor coverage in areas where field research has been limited, most notably large tracts of desert in western Australia and the Northern Territory (see ([10)), ]), but may equally reflect a lack of prehistoric use.
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Radiocarbon Data as a Proxy for Human Activity 

One of the key aims of Williams ([2) ] was to determine how reliable the radiocarbon dataset was in providing a proxy for prehistoric human activity. It is a fundamental assumption that radiocarbon dates used in these analyses derive from occupation events. 

This assumption is intrinsic to selection of archaeological samples for dating. A direct association is clearly evident for (a) dated hearths and fireplaces, burials, and shell middens but is less secure for (b) detrital charcoal from occupation deposits (which provide the majority of dates in archaeological datasets). The latter are generally assumed to be charcoal from human activity (e.g. from dispersed fireplaces). This is supported by the correlation between charcoal concentration and the density of other occupation debris (such as lithics and faunal bone) observed in most sites (e.g. ([20): ]: Figure Fig. 19). Further support is provided by comparison and statistical correlation of summed probability plots for dated features (group (a) above) and detrital charcoal (S2 Fig.Figure S2) showing that both record similar trends in Australian data. Pearson correlation coefficients of these data showed a significant correlation between trends shown in radiocarbon plots for occupation features and detrital charcoal over the last 20,000 years (S1 Table S1 and S2 Figure S2.). The correlation was weaker prior to 20,000 years, reflecting the smaller number of dates in these samples, rather than necessarily a de-coupling of the relationship.

Williams ([3) ] re-explored this issue with the continental wide radiocarbon dataset (n=4575). The aim was again to identify whether the entire dataset or a subset from (a) above would provide the most reliable results for reconstructing prehistoric population. It was also undertaken using several new procedures proposed by Peros et al. ([11) ] to address similar issues in their dataset. These investigations consisted of three different approaches: 

1. Comparison of the entire dataset with a subset of those dates containing laboratory errors <100 years. Peros et al. proposed this approach to determine whether unusually large errors in some data significantly impacted the eventual probability distributions/histograms produced.  
2. Comparison of the entire dataset with a subset of dates that could be directly correlated to human activity (e.g. burials, hearths, midden material, etc). This comparison was similar to those undertaken in Williams ([2) ] described above and was undertaken to address the concerns over the large number of detrital charcoal dates in archaeological sequences. 
3. Comparison of the entire dataset with a subset of ‘occupation events’. These events were coined by Peros et al. ([11) ] to avoid the common issue of archaeological site duplication, and remove artificial peaks from the data due to multiple dates of the same archaeological feature, etc. The method involved the counting of each site only once per 200-year data bin, regardless of the number of times it appeared, and thereby remove multiple dates from the same stratigraphic unit or feature. 

Comparison of the overall dataset with filtered subsets (1-3 above) show good correlation (S3 Fig.Figure S3). Each subset contains at least 50% of the overall data and demonstrates similar trends. The occupation event subset contains the highest number of dates within a single subset (n=3,711 or 81%) and indicates that archaeological sample duplication is not a significant issue within the data. A Lin’s Concordance Coefficient test between the overall dataset and each subset indicates r values between 0.77 and 0.97, with reduced r values stemming from lack of early data (>20ka) in some subsets, rather than necessarily de-coupling of the relationship. This correlation suggests that removing dates with >100 year laboratory errors, or from detrital charcoal has little effect on the overall shape of the curve. For this reason we used the entire dataset in subsequent analysis.

Methods
All radiocarbon data were calibrated using Oxcal (version 4.1) ([12). ]. Terrestrial dates were calibrated using INTCAL13 and marine dates using MARINE13 ([13) ] with ΔR values after Ulm ([14, 15). ]. Oxcal was used to obtain a median value for each radiocarbon date (95.4% confidence). We acknowledge that when calibrating a radiocarbon date, the age may occur anywhere within the minimum and maximum values provided by the calibration program (rather than the median value). However, on average, calibrated ages in the dataset had less than a 452 year range, and would have remained within the same time slice (40-50% of the time) regardless of which part of the calibrated age range was selected, although this value decreases (to <25%) with 500-year time slices adopted in some parts of the analysis. To test this issue, boundaries of each time-slice were offset by adding and subtracting 200 years, and the analysis re-run. The results only minimally varied, and suggest the time-slices are robust. 

Spatial analysis of these median calibrated values was undertaken in ArcGIS, R, Matlab and Geospatial Modelling Environment (GME) software using a three-step process modified from the methods outlined by Williams et al. ([1) ] and Chilès and Delfiner ([16). ]. These steps are 1) allocating points to over-lapping and/or firm time slices, 2) K-means cluster analysis, and 3) cluster centroid and point dispersal pattern analysis. 

The purpose of using over-lapping and/or firm time slices was to divide the dataset into discrete intervals for use in K-means analysis, by removing points associated with radiocarbon ages that were considered statistically distinct. Unlike Williams et al. ([1), ], we used a combination of both over-lapping and firm time slices depending on the amount of data in any given time interval. For earlier time periods (>4ka), where fewer data points where available, we used over-lapping time slices, which have a de-clustering effect and maximises the use of data available (=222); for later periods (<4ka) where a high number of data points were recorded, firm 500-year time slices were used to improve resolution (=355). In some parts of the analysis, a moving average approach to data and time-slices (i.e. 0-500, 100-600, 200-700, 300-800, etc) allowed firm slices to be extended back to 7.5ka. 

Following this assignment of data to individual time slices, all calibrated data values within 10km of each other were ‘averaged’ to de-cluster the dataset and remove bias from the subsequent K-means analysis. This stage was used to ensure that areas where archaeological research has been extensive (e.g. Broken Hill Complex, Murray Darling Depression), and/or where multiple concurrent dates have been obtained from the same site (e.g. Ngarrabullgan rockshelter) ([17), ], did not overwhelm the analysis and mask any real trends. 10km2 was considered a reasonable size based on Williams et al. ([1) ] testing of the same dataset, with a range of larger areas continuing to retain bias in subsequent stages of the analysis. No point was used more than once per time-slice.

After data were allocated to the time slices, a partitioning clustering technique, K-means, was implemented ([18, 19). ]. K-means clustering is a statistical method for grouping data. It aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean (in our case the latitude and longitude position of the point). The output of the analysis is a centroid representing the centre point (mean latitude and longitude) of the observations included in the cluster, along with a box that represents the minimum bounding extent of all observations included in that cluster (either a rectangle when applying minimum bounding rectangles (MBR), or an irregular polygon when applying convex hull methods). 

K-means is an iterative process in which points are assigned to a predetermined number of clusters (k) beginning with an initial ‘seeding point’ selected by automated stochastic process ([20). ]. Points are subsequently allocated to the cluster they are nearest to and as new points are added, the centre of the cluster is re-defined and the point-cluster relationship re-evaluated to a maximum number of iterations (n=100). The results are evaluated by studying the squared Euclidean distances between each point and their respective cluster centroid (S4 Fig.Figure S4). In our study, we used the ‘elbow’ method to determine the optimum number of clusters to explain the data. Within cluster homogeneity is measured by computing distances between the cluster centres and the associated data points, lower values of this measure indicate a better fit. The elbow method is based on the idea that the within cluster homogeneity will decrease sharply until an adequate number of clusters is provided and then will continue to decrease but at a much slower rate. The point where the decrease sharply decreases is known as the "elbow" ([21). ]. Determining the number of clusters is a difficult problem with many proposed methods with different properties and evaluation criteria; a study of some of these methods is given in ([22). ]. Relative to other clustering techniques, K-means strength is primarily speed, it also produces more discrete clusters. However, it is a non-deterministic algorithm sensitive to the initial conditions, so it may not yield the same results on each model run (the stochasticity arises as the initial seeding point is generated randomly in dimensionless space). Repeated simulation demonstrated that the presented conclusions were robust to the initial conditions of the k-means algorithm. Ultimately the analyst must exercise judgement in relation to the number of clusters, which can be challenging where there is convergence to a local minimum.

Using the K-means results, the final stage of the analysis was to evaluate changes to the cluster centroid and point dispersal pattern. The point dispersal pattern is visualised by creating MBRs; the rectangle demonstrates which points are assigned to which cluster centroid. From an archaeological perspective, these rectangles theoretically represent the range of human groups associated with each cluster centroid. Additional exploration of convex hull approaches was also undertaken. This approach explores the relationship of a point with the cluster centroid through direct measurement of each point back to the centre producing irregular polygons or bounding boxes. The analysis indicated that the convex hull approaches produced very similar trends to the MBRs (as they did in similar analysis in ([1)). ]). Given, we are interested in the broad trends in this paper, rather than quantitative values, we have opted to use the MBR results in the publication.

Finally, the analysis is re-run in its entirety to ensure robustness of the approach. In this study, we re-ran the simulations 125 times, a plot of the 2.5, 50 and 97.5 percentiles of total areas were calculated, which served to illustrate that the conclusions were robust to variations in the k-means clustering algorithm due to different initial conditions.

Assumptions and Limitations
Two of the key limitations of the study are included in the main manuscript. Here, we elaborate on these, and other lesser issues associated with the study: 

1. Detrital charcoal and demography: Radiocarbon data are often recovered as detrital charcoal within archaeological sites, and it is frequently questioned as to whether it reflects human activity. Recent critical analysis of the technique suggests a close correlation is evident, and that the data can be used as a proxy for demographic change ([11, 23-30) ] (see above), but there remains opposing views in the literature ([31, 32). ]. 
2. Spatial sampling bias: Despite the authors (AW and SU) compiling all published and extensive unpublished archaeological radiocarbon data for the Australian continent, there remains limitations of the spread and distribution of the data ([8). ]. Currently, there are 1,562 archaeological sites documented in the dataset for this analysis, which equates to less than 1 site per 4,000km2. Even in areas where archaeological research has been intensive and multi-decadal – primarily in the southeast corner (also in part reflecting greater resources and population) – the data demonstrate that only one dated site per ~100km2 has been recorded; areas of lesser focus may have only 1 site per 10,000km2. The loss of the Sahul shelf through sea-level inundation also likely plays a significant role in the archaeological data captured in the dataset. While the results produced here appear robust, and correlate well with other archaeological data, it is unknown the influence of these broad sampling biases. 
3. Taphonomic loss: As well as spatial sampling bias, a further limitation is taphonomic bias – the over-representation of younger sites due to the loss of older sites from environmental and climatic factors. In standard time-series approaches, statistical techniques have been developed to allow correction of the data to accommodate for taphonomic loss (e.g. [2, 3, 11, 28, 30]). We currently have no way to apply such correction to the geospatial analysis undertaken here, and we acknowledge this as potential a limitation of the study. We do, however, highlight that the analysis is focussing on the Holocene, and especially the last 5,000 years, when such taphonomic loss is considered relatively minor [(2, 3).  ].  
4. Systemic geospatial inaccuracy: The geospatial techniques applied in this analysis are stochastic and have systemic issues that cannot be easily removed. Specifically the size and shape of minimum bounding rectangles are determined by the data, and in some instances encompass large stretches of ocean. Aboriginal people were documented to use marine resources and travel up to 50km off-shore (e.g. [33]), so its general inclusion is accurate, but in some areas is unrealistically large. This may result in the under-estimation of population density estimates (Table 1) and/or over-inflation of territorial data (Figure Fig. 2C) in some time-slices. We apply an alternate method, convex hull, which provides a tight irregular shaped box around clusters, and removes areas of ocean from the calculations; and we show that the overall trends remain the same even with removal of these areas (S5 Fig.Figure S5). Further, when comparing population density estimates between the two techniques, they remain largely the same (S6 Fig.Figure S6), especially in the last 4ka that exhibit the greatest changes in the archaeological record and form the focus of discussion in the paper. Given these similarities and our preference to include past marine exploitation, we have chosen to adopt the MBR’s for analysis and discussion. 
5. Overlapping to firm time-slices: The lack of data in earlier periods means that we are forced to a use a combination of over-lapping 2000-year time-slices in the early-to-mid Holocene (after ([1)) ]) and firm 500-year time-slices only in the last 4,000 years. It is unclear whether the shift in temporal resolution has any effect to the results. The trends during the change remain consistent, with a decline in data between 7-3.5ka evident in four contiguous time-slices (8-6ka, 7-5ka, 6-4ka, and 4-3.5ka), and lend confidence to the shift having minimal effect. We believe that the overall trends presented are likely to be robust, but acknowledge that further investigation of this issue as data becomes available and firm time-slices can be extended back in time are needed to confirm the trends in this part of the sequence. 
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