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Appendix S2: Additional simulation results (no heterogeneity): MSE 

and coverage for constant models. 

This appendix contains the results of additional simulations that support our claims 

(in particular message 3). In these simulations we explored the parameter space by 

considering all combinations of   in {0.2,0.4,0.6,0.8} and   in {0.1,0.3,0.5,0.7,0.9}. 

Both parameters were assumed constant within each simulation. We considered 

different sample sizes with all combinations of   in {55,110,165} and   in {2,3,4,5}. 

Hence, in total we explored 240 scenarios (although for clarity we only report 180). 

We ran 5000 simulations for each scenario, analyzed the data with the naïve and 

hierarchical models (same methods as described for other simulations in the main 

text) and computed the mean square error (MSE) of the occupancy estimator for both 

models. We also computed the coverage of the confidence intervals for both models 

as the proportion of simulations in which the confidence interval for the occupancy 

estimate included the true occupancy value. Since asymptotic confidence intervals can 

behave poorly when sample size is small, for the naïve model we used Wilson’s 

confidence interval, which is known to have good coverage properties [1], and for the 

hierarchical model we computed profile likelihood confidence intervals [2]. 

These simulations confirm that, although in some scenarios the naïve model can have 

better MSE than the hierarchical model (Table S2.1), this only happens for small 

sample sizes (low   and low  ) and when occupancy and detection probabilities are 

small. As pointed out in the main text, the key problem is that the naïve model can 

produce the same apparently precise estimates for different scenarios including those 

where the estimator is very biased, i.e. it can be overconfident about results that can 

be very wrong. Our simulations confirm the poor coverage of the naïve model 

estimator (Table S2.2) when detection is imperfect. For instance, in only 0.2% of the 

simulations the naïve model’s confidence interval included the true occupancy value 

when   = 110,    ,   = 0.8,   = 0.5. This problem is greater the lower the 

detection probability, the greater the occupancy probability and the greater the 

number of sampling sites. The naïve estimator is not a consistent estimator when 

detectability is imperfect (i.e., as the number of sampling sites increases, its MSE 

does not approach zero). As expected, in the hierarchical model the coverage is close 

to the nominal value.  

 

In summary, when detection is imperfect and data are scarce, the hierarchical model 

can be imprecise and hence have a poorer MSE. However, this imprecision reflects 

the actual uncertainty in the data and the reported confidence interval tends to include 

the true parameter value. The naive model on the other hand can be overconfident 

about very wrong results.  
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Table S2.1 Mean square error (MSE) for naïve and hierarchical occupancy models  

 

 

 

 

 

Note: Red indicates scenarios where the MSE in the naïve model is lower than in the hierarchical model by 

10% or more; green is used for the opposite (i.e. MSE_h <=0.9 MSE_n). 
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Table S2.2 Confidence interval coverage for naïve and hierarchical occupancy models 

 

 

 

 

 

Note: The white to green color scale reflects a gradient from poor to good coverage. 
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