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# Multiple Participants and Animals

It would be relatively straightforward for this system to cater for multiple participants. Indeed, the only difference between the presented system and a multi-actor one would lie in the way data is exchanged between computers.

The tracking system could easily track multiple robots (each representing a different human participant) since it is based on a classical marker-tracking method. Hence with a different marker on top of each robot the tracking system would be able to track each of them without introducing much overhead. Tracking more than one rat could also be achieved with slight modifications to the current system. The Ubitrack system [1] used for the rat tracking in the experiment could be used to track up to 5 rats without impact on the performance. Of course some technical requirements would have to be enforced for multiple rat tracking, such as requiring the rats to be far from one another at the beginning of the tracking process in order to be able to detect each of them separately. A camera with a higher frame rate would also support the task of tracking multiple rats.

Additional problems that may arise if rats gather very close to one other could be handled by using individual particle filters in combination with our visual pattern matching for evaluation and a camera with a higher frame rate, such that positions during fast rat movements could be assigned better to the correct filter. However, in certain situations, when the rats crawl over each other, the tracking could fail.

For experiments designed to track multiple robots and animals at the same time (more than 5 robots and more than 5 animals), it would be safer to dedicate a single computer to the tracking system. This would ensure the tracking system would have enough computational power and help to prevent in the system lag.

Concerning the video stream, adding participants would also be easy to implement. The current application would require one stream per participant taking part in the experiment.

Additionally, a peer architecture could be implemented in order to simplify the integration of an unknown number of participants in the experiment. The XVR framework we used in this experiment offers such a possibility (see [2] for an example of XVR used in such a configuration) and could be used to stream both the video stream and the tracking data (positions of the participants and the rats).

Each new participant would be represented as a new peer connecting to a centralised server. Each peer could be of a different type (i.e. ‘animal peer’, ‘human peer’, ‘tracking peer’ or ‘video peer’) and would send data directly to the server. The server would have to dispatch data according to each peer’s role in the experiment, for example, sending the positions of the animals to the ‘human peers’ or sending the video stream to every ‘human peer’.

Of course, a multiple participant setup would require more computational power and additional computers might be required to perform such an experiment. This would be especially true for robot control, which requires the MATLAB software as well as Bluetooth connections (via dongles).
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