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Appendix S2: Redefinition and verification of Misawa and Tajima’s [image: image1.emf]
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Use of tests of neutral equilibrium based on measures of sequence polymorphism is widespread (e.g., [1]), although the validity of their assumptions in particular cases is seldom verified.  Animal mitochondrial DNA frequently exhibits multiple substitutions per site and among-site rate heterogeneity, violating the infinite sites model underlying most of these tests (e.g., [2]).  It is well known that this violation biases some tests of neutral equilibrium [3,4,5], including Tajima’s D [6].  Misawa and Tajima [7] proposed modified versions of Tajima’s D that explicitly incorporated these features, but these have not been widely applied, possibly due to an error in the equations as published.  I offer a correction of the published statistics, and confirm that their critical points correspond much better to expectations under the infinite sites model than the uncorrected D.

Misawa and Tajima’s paper [7] expanded on results presented in Tajima [8], offering new formulae for estimating the neutral parameter θ= 4Nμ (where N is the effective population size) when neutral mutation rates () vary among sites.  Estimates were given based on π, s and s*, where π is the average number of nucleotide differences per site, s is the proportion of segregating (or polymorphic) sites, and s* is the minimum number of mutations (the number of nucleotides at a given site minus 1) per site.  As an approximate method for incorporating among-site rate heterogeneity into Tajima’s D, they suggested that the heterogeneity-corrected esimates of θ be back-translated into the units of values used in D.  They compared the results of this procedure to expectations of D under the infinite sites model, and found reasonable correspondence (Table 3 and Figure 1; [7]).

Unfortunately, s and s* were used inconsistently in Misawa & Tajima’s paper, which leads to confusion.  In their first paragraph, they define s and s* as above.  This definition forms the basis of their equations 4, 5, and 6 for estimating θ and its variance with among-site rate heterogeneity.  Confusingly, in the footnote of Table 4, they report s and s* for a human mitochondrial data set as 100 and 105, which integer values must actually be S and S* (i.e., the actual number of segregating sites and the minimum number of mutations, rather than those values divided by the number of sites).  More importantly, they define Tajima’s D in their equation 7 as:
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with a1, e1, and e2 defined in the text analogously to Tajima (1989), and π referring to the average number of nucleotide differences per site and s the number of segregating sites per site.  Given this, they substitute values of [image: image4.emf]
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 from their equation 5—values which are corrected for violations of the infinite sites assumption and among-site rate heterogeneity—for π and s, and define a new D, termed either [image: image7.emf]
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 (depending on the substitution for s; equation 8) .

However, Tajima’s original D was defined in terms of [image: image9.emf]
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 (the average number of mutations between haplotypes—i.e., not the number per site) and S (the number of segregating sites, not the proportion), and no correction for this difference was made in the definitions of  [image: image10.emf]
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, invalidating the published equation.  Instead, each value of [image: image12.emf]
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 must be multiplied by the sequence length L in order to obtain a valid statistic.  I redefine [image: image13.emf]
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with a1, e1, and e2 as defined in Misawa and Tajima [7].  Given the nonsensical results obtained using equation 8 as published, and comparison of simulation results reported here (see below) to table 3 and figure 1 of their paper, it is apparent that they used the correct rather than the published formulation.


In order to establish the validity and applicability of their substitution, Misawa & Tajima [7] provided data on the mean and variance of D, [image: image17.emf]
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 from simulated data given varying θ and α (the parameter of the Γ distribution used to simulate among-site rate heterogeneity; see Table 3 of their paper).  These parameter estimates indicated that the β distribution assumed for D rapidly became a poor fit to the empirical distribution as values of θ and α increased.  Although the authors graphed a single simulation result (θ= 0.02, α = 0.1), they provided no information on the critical points of the empirical distributions, which may be of more interest than the mean and variance, given the frequent use of this procedure in hypothesis testing.  In Table 1, the means, variances, and 95% and 99% critical points of empirical distributions of D, [image: image19.emf]
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 (using the modified definitions presented here) are given for two values of θ and one α.  Figure 1 presents these results graphically for θ= 0.02, α = 0.1, illustrating their conformity with those previously obtained (see figure 1 of [7]).  These data indicate that while [image: image21.emf]
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 for these simulations approaches the expected mean and variance of  more closely than [image: image22.emf]
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, as reported in Misawa & Tajima [7], the critical points of [image: image23.emf]
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 more closely match expectation.  More extensive simulation will be required in order to establish the relative performance of these statistics, but it seems clear from results presented here and in Misawa and Tajima [7] that the proposed corrections of D in the presence of rate heterogeneity are both necessary and (at least over part of the relevant parameter space) effective.  In Appendix S3, we present R code for calculating [image: image24.emf]
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 given values of π, s*, and α.
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Table 1.  Theoretical and empirical distributions of D, [image: image26.emf]
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.  Shown are the expectation, variance, 95% and 99% critical points for D under the infinite sites model as modeled by a β distribution [6], as well as empirical distributions of D, [image: image28.emf]
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 under two simulated conditions with among-site rate heterogeneity.  Data were simulated (10, 000 replicates) under a Jukes-Cantor model of sequence evolution with a discrete (10 category) approximation to the Γ distribution, using Treevolve 1.32 [9], and analyzed using SITES [10] and scripts written by the author in R [11].
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Figure 1.  Estimated distributions of D and [image: image36.emf]
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 for simulated data (n=10,000, θ=0.02, α=0.1), compared with the expectation of D from the β distribution [6].  The critical value for the left tail of the β distribution approximation is shown.
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