Appendix S2

The best fitting model can be defined as the one with the lowest expected information loss and is asymptotically equivalent to choosing a model *M*i, i = 1, 2, …, *K* with the lowest AIC value [[1](#_ENREF_1),[2](#_ENREF_2)].

The AIC is defined as:
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“Where *Li*, the maximum likelihood for the candidate model *i,* is determined by adjusting the *Vi* free parameters in such a way as to maximize the probability that the candidate model has generated the observed data” [[3](#_ENREF_3)]. In this study the finite sample correction is used, which is recommended when *n* < 40 [[4](#_ENREF_4)].

The AICc is defined as:
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