Supporting Methods

Here, we describe the EM algorithm implemented to obtain the maximum likelihood estimates (MLEs)
of the parameters under the mixture model-based likelihood (1) in the main text. The algorithms are
derived separately for the full and reduced model.

Full Model

The full model means that all 15 effect parameters, as defined in Table 1, are estimated under likelihood
(1). In the E step, the posterior probability with which an Fy individual ¢ from mating type k carries
iQTL configuration j is calculated as
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In the M step, the genotypic values of an iQTL configuration and variance are estimated by the posterior
probability calculated, which is expressed as
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The E (Equation S1) and M steps (Equations S2 and S3) are iterated until the estimates of parameters
converge to stable values. The stable estimates are the MLEs of the parameters. The location of an iQTL
is estimated by assuming the iQTL at a series of fixed positions within the marker interval. The maximum
value of the likelihood corresponds to the MLE of the iQTL position.

After the genotypic values of iQTL configurations (uy;) are estimated, genetic component parameters



are estimated using the following equations:
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Based on the consistency property of the maximum likelihood method, the estimates of unknown
parameters derived from the MLEs of other parameters are the MLEs of these unknown parameters.
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Reduced Model

The reduced model is defined as one in which only some of the 15 effect parameters are estimated, letting
the remaining equal to zero. In the extreme case in which all the 15 effects are zero, only with the
population mean being estimated, no EM algorithm is needed. When one or more than one, but less
than 15, effect parameters are estimated, a general procedure is to use the same EM algorithm developed
for the full model, but with the constraint(s) that poses on the relationships among genotypic values (f;)
derived under the condition of the other parameters equal to zero. Here, we incorporate the Augment-M

algorithm in which the M step is derived under the reduced model using the following steps:

(1) For individual 7 from mating type k with observed phenotypic value yi;, we augment the trait value

Yj|ki of that individual that carries iQTL configuration j (j = 1,...,4), i.e.,

Yjlki = Lj|kiYki,

where €2;;; is the posterior probability obtained from the E-step;



2) Define a dummy variable X ;.; that meets
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where = (Na T, ipv Emp, Qo dosto, €may €mds €mis €pa, €pd, €piy Empas Empd, empi) is the genetic effect
vector;

E(yjini) = XjjuiB = X;B,

(3) Arrange the augmented data in a linear model framework. Then, we have

ya = XABa

where y4 = {y;jjri} and Xa = {Xj;;}. For a given reduced model, represented by K’ = 0, we
have
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(4) The variance is estimated by
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where N is the total number of individuals from the four Fy families.

The iteration is made between the E step (equation S1) and M step (equations S4 and S5) until the stable
values are obtained. These stable values are the MLEs of the parameters under the reduced model.



