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Demonstration that Protocol II is not biased

One important component of a data analysis protocol is to test the error estimation for bias. We note that the repeated 10-fold cross-validation estimator just like every cross-validation estimator in practical use, is asymptotically unbiased under both the null (i.e., “no predictive signal is present”) and alternative hypotheses (i.e. “predictive signal is present”). Typically, the source of bias in protocols that use the repeated 10-fold cross-validation (or any other standard cross-validation) estimator is “contamination” of the model fitting in training datasets with information from testing datasets. 

Under the assumption that contamination practices affect the null hypothesis at least as much or more than the alternative
, and since we cannot directly test for bias under the alternative hypothesis (because the true population error is not known), we test for bias under the null hypothesis (where the true population error is known). If therefore, a data analysis protocol using a cross-validation estimator is unbiased under the null hypothesis, this is strong evidence that it will also be unbiased under the alternative (because no contamination can be detected under the null hypothesis). An analogous argument applied to the context of study of how gene selection for the analysis of microarray data biases the holdout estimator is implicit in the simulations in [1].

Finally, establishing lack of bias using an outcome value permutation experiment establishes lack of bias in the sample size range that applies to our experiments, as opposed to asymptotic unbiasedness.

The procedure explained in [2,3] is based on obtaining multiple outcome value-permuted datasets, analyzing each dataset to build a classifier and estimate its generalization error, then testing this distribution against the theoretically expected AUC of 0.5 corresponding to the hypothesis of “no bias”. Here are results for Protocol II in 7 human gene expression datasets analyzed in this paper:

	Dataset authors and reference
	Mean AUC over 400 permutations of the outcome variable
	95% confidence interval

	Beer et al [4]
	0.50
	[0.31,  0.70]

	Bhattacharjee et al [5]
	0.51
	[0.30, 0.70]

	Iizuka et al [6]
	0.50
	[0.29 0.69]

	Pomeroy et al [7]
	0.50
	[0.30, 0.70]

	Rosenwald et al [8]
	0.50
	[0.41 0.60]

	Veer et al [9]
	0.50
	[0.34, 0.66]

	Yeoh et al [10]
	0.50
	[0.36, 0.65]


As can be seen from the table, Protocol II provides unbiased point estimates averaged over all datasets. 95% confidence intervals of AUC contain the uninformative value of 0.5 AUC, indicating thus that we do not reject the hypothesis of “unbiased protocol”.
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� This is because, as the true signal grows, the margin for overfitting shrinks. Thus the maximum margin for overfitting is given under the null, hence it is reasonable to expect that it is easier for overfitting to occur (and thus to be detected) under the null. 
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