Supporting Information File S1:

Comparison of proportion of misclassifications with area under ROC curve (AUC)

The proportion of misclassifications is an arbitrary error metric with low statistical power and thus with weak ability, compared to other metrics, to detect signal in the data as described in the main text. Figure S1 below demonstrates an example where two classifiers (i.e., molecular signatures) have the same proportion of misclassifications but different AUCs (thus, the AUC is more discriminative than the proportion of misclassifications). Although counter-examples do exist, they are relatively rarer [1]. 
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Classifier A
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► AUC = 0.8

Predicted Outcome

  +       

► Prop. of misclass. = 0.6

Classifier B

Probability(Outcome)

0.22 0.76 0.90 0.05 0.96 0.31 0.47 0.83 0.52 0.07

► AUC = 0.4
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Classifier C

Probability(Outcome)

0.10 0.68 0.03 0.32 0.05 0.37 0.38 0.34 0.89 0.24

► AUC = 0.8
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► Prop. of misclass. = 0.5


Figure S1: The area under the ROC curve (AUC) is more discriminatory than proportion of misclassifications. In this example, classifiers A and B have equal proportions of misclassifications (0.6) but different AUCs (0.8 and 0.4). Also note that classifier C has proportion of misclassifications consistent with being uninformative, but it is highly informative.
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