S1 Text. Stimulus selection

The IDyOM model [1] was used to produce entropy estimates for stimulus selection. This computational model generates conditional probability distributions governing a pre-specified attribute of the next event at each consecutive point in a sequence, using unsupervised statistical learning and variable-order Markov modelling (for further details, see [1-4]. Each note event was represented by the model as a pair of values comprising pitch interval (i.e. the difference in semitones between consecutive notes) and scale degree (i.e. the interval in semitones from the tonal centre, as determined by the key signature in the Omnibook score).

Predictions from a short-term and a long-term sub-model were combined to produce a single probability distribution governing the pitch of the next note given the preceding context. Whereas the short-term sub-model always made predictions based on the current Charlie Parker melody or candidate context, crucially, the “bebop model “and “general model” differed in terms of prior training of their long-term sub-models. Specifically, the “general model” was trained on tonal folksongs, children’s songs, and hymns, originating from the *dva* (Deutsches Volksliedarchiv, http://www.dva.uni-freiburg.de/sammlungen/Deutsches\_Volksliedarchiv) and *kinder* [5] subsets of the *Essen Folksong Collection* [6, 7] as well as *152 Nova-Scotian songs and ballads* [8] and the Church of England hymnal *Ancient and Modern* [9]. The “bebop model” used 10-fold cross-validation to make predictions about the Charlie Parker corpus based on subsets of the same corpus not containing the current target sequence.

Stimulus selection comprised an initial phase (“1st model run”) where 72 candidate contexts were selected from the target corpus and a second phase (“2nd model run”) where a subset of stimulus contexts was selected from the candidates (Fig A in S1 Text). In both phases, selection took place from the two tails of the distribution of events and contexts sorted according to difference scores between the entropy [10] of the probability distributions estimated by the two separate implementations of the computational model.



***Fig A.*** *Overview of the stimulus selection procedure: Two implementations of the computational model Information Dynamics of Music (IDyOM) were used to select 72 candidate contexts (1st model run) from which 24 stimuli were chosen (2nd model run). Whereas the “bebop model” was trained on Charlie Parker solos, the “general model” was trained on tonal folksongs and hymns. Note that contexts were selected based on the difference scores between bebop entropy and general entropy such that high-bebop-entropy contexts also had low general entropy and low-bebop-entropy contexts also had high general entropy (cf. Fig 1 in the main text).*

Seventy-two candidate notes were selected based on difference scores of entropy estimates from the first model run of the bebop and general models. Estimates relied on the full probability distributions for all 32 chromatically distributed pitches occurring in the training corpora (i.e. “32-tone entropy”). Candidate contexts were delimited by including context preceding the 72 candidate notes, following predetermined segmentation criteria. Specifically, all candidate contexts (1) contained at least 12 pitch events (before the probe tone), (2) contained at least six distinct pitches, (3) began with a note representing a phrase beginning in the original song, (4) did not contain parts of the song theme, and (5) did not overlap with other candidate contexts (i.e. to prevent contexts from providing information about actual continuations). Furthermore, (6) contexts in minor were excluded because reliability could not be guaranteed when only three songs in minor were contained in the corpus. Finally, (7) we excluded songs scoring higher than 2 on familiarity to the average jazz musician, as judged by two independent jazz experts on a 5-point Likert scale. This ensured the focus on schematic rather than veridical expectations (following Bharucha [11]; also see Huron [12, pp. 219-37] because verbatim memory of specific songs may produce low-uncertainty expectations irrespective of stylistic knowledge.

Nine probe tones were assigned to each candidate context, distributed a semitone apart and centred on the pre-probe-tone pitch. This procedure differed slightly from that of Hansen and Pearce [2] who centred the probe tones on the median pitch of the complete context; however, small, but non-negligible, effects of pre-probe-tone pitch height on inferred uncertainty in the previous study advised against repeating this procedure.

The two model implementations were subsequently run on candidate contexts rather than on the whole Omnibook corpus. Instead of 10-fold cross-validation, the bebop model was now trained on a modified version of the Omnibook corpus excluding notes from the candidate contexts. A subset constituting the final stimulus contexts were selected based on “9-tone entropy” computed from the normalised probability distributions governing the nine probe tones for each context.

Originally, each condition comprised 12 stimuli, but this number was reduced to 10 due to an encoding error in the candidate contexts. Specifically, stimulus selection was initially based on an erroneous key signature parameter for 76.4 % of the candidate contexts. However, after excluding four contexts which were slightly outside the intended quadrants, posthoc modelling using the correct parameter confirmed that the 20 final stimuli were within the intended range of difference scores (Fig B in S1 Text and Table A in S2 Text). Thus, data from these four contexts were excluded from all further analysis.

For both model runs, steps were taken to match the two training sets on size and pitch range. The Omnibook corpus originally contained 27,184 events spanning the 32-note pitch range D3-A5, but was reduced to 25,393 events after exclusion of events from the candidate contexts. To match this modified corpus as well as the original corpus reduced by 10 % due to the use of 10-fold cross-validation (i.e. 0.9 \* 27,184 = 24,466 events), a random subset of 24,308 events from the previously described folksong, children’s song, and hymn corpus was selected as training set for the general model. Furthermore, the *dva* subset of the *Essen Folksong Collection* was transposed down four semitones to match the 32-note pitch alphabet.

|  |  |  |  |
| --- | --- | --- | --- |
| **1** | Stimcons_Run1_32 | **2** | Stimcons_Run2_9 |

***Fig B.*** *Scatterplots of entropy estimates from the bebop and general models with the final 20 stimuli marked with + (low bebop entropy) and ⨉ (high bebop entropy). (1) The first model run pertained to the complete Charlie Parker corpus with the bebop model trained to that corpus (using 10-fold cross-validation) and the general model trained to tonal folksongs and hymns. Entropy computed from the full distribution of notes in the corpus (i.e. “32-tone entropy”) was used to select and segment the candidate contexts. (2) The second model run pertained to the 72 candidate contexts from which the final stimuli were selected based on the difference scores between the entropy estimates of the bebop and general models. For this selection process, “9-tone entropy” computed from a normalised probability distribution over the nine probe tones for each context was used.*

Due to a coding error, the key signature parameter was not changed accordingly causing erroneous scale degrees in ~25 % of the training set for the general model. However, all analysis reported in this paper is based on updated values using the correct key signatures. Very strong correlations between entropy estimates of the corrected and uncorrected models (first model run: *r* = .864; second model run: *r* = 0.920) establish that this only affected stimulus selection to a limited degree.

Consistent with the higher correspondence for the second model run, and because 32-tone entropy and information content can be used meaningfully to assess model correspondence across our three measures (i.e. expectedness, inferred uncertainty, and explicit uncertainty), all the analysis in the present paper uses 32-tone statistics from the second model run (rather than 32-tone statistics from the first model run or 9-tone statistics from the second model run). This is consistent with Hansen and Pearce (2014) (who used 37-tone statistics due to the slightly larger pitch alphabet in their training and test corpora). Fig 1 and Fig B in S1 Text show a highly consistent pattern of entropy estimates for the final stimuli.
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