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Abstract

Various financial and non-financial conflicts of interests have been shown to influence the reporting of research findings,
particularly in clinical medicine. In this study, we examine whether this extends to prognostic instruments designed to
assess violence risk. Such instruments have increasingly become a routine part of clinical practice in mental health and
criminal justice settings. The present meta-analysis investigated whether an authorship effect exists in the violence risk
assessment literature by comparing predictive accuracy outcomes in studies where the individuals who designed these
instruments were study authors with independent investigations. A systematic search from 1966 to 2011 was conducted
using PsycINFO, EMBASE, MEDLINE, and US National Criminal Justice Reference Service Abstracts to identify predictive
validity studies for the nine most commonly used risk assessment tools. Tabular data from 83 studies comprising 104
samples was collected, information on two-thirds of which was received directly from study authors for the review. Random
effects subgroup analysis and metaregression were used to explore evidence of an authorship effect. We found a
substantial and statistically significant authorship effect. Overall, studies authored by tool designers reported predictive
validity findings around two times higher those of investigations reported by independent authors (DOR = 6.22 [95%
CI = 4.68–8.26] in designers’ studies vs. DOR = 3.08 [95% CI = 2.45–3.88] in independent studies). As there was evidence of an
authorship effect, we also examined disclosure rates. None of the 25 studies where tool designers or translators were also
study authors published a conflict of interest statement to that effect, despite a number of journals requiring that potential
conflicts be disclosed. The field of risk assessment would benefit from routine disclosure and registration of research studies.
The extent to which similar conflict of interests exists in those developing risk assessment guidelines and providing expert
testimony needs clarification.
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Introduction

A variety of financial and non-financial conflict of interests have

been identified in medical and behavioral research, resulting in

calls for more transparent reporting of potential conflicts, efforts to

register all research activity in certain fields, and careful

examination of sources of heterogeneity in meta-analytic investi-

gations. To date, much of the research in this area has focused on

clinical trials. There is consistent and robust evidence that

industry-sponsored trials are more likely to report positive

significant findings [1,2], with independent replications of some

research having discovered inflated effects. Little work has been

done for study designs other than clinical trials, but reviews suggest

clear design-related biases in studies of diagnostic and prognostic

tools [3]. The importance of investigating the presence of such

biases is clear–the credibility of research findings may be

questioned in the absence of disclosures.

In the fields of psychiatry and psychology, there has been an

increasing use of violence risk assessment tools over the past three

decades [4]. The demand for such tools has increased with the

rising call for the use of evidence-based, structured, and

transparent decision-making processes that may result in depriva-

tion of individual liberty, or in permitting leave or release in

detainees. In addition, the increased use of violence risk assessment

tools has been fuelled by a number of high-profile cases in recent

years, such as homicides by psychiatric patients, attempted

terrorist attacks, and school shootings.

Thus, these tools have been developed as structured methods of

assessing the risk of violence posed by forensic psychiatric patients

and other high risk groups such as prisoners and probationers.

Contemporary risk assessment tools largely follow either the

actuarial or structured clinical judgment (SCJ) approach. The

actuarial approach involves scoring patients on a predetermined

set of weighted risk and protective factors found to be statistically

associated with the antisocial outcome of interest. Patients’ total

scores are algorithmically cross-referenced with manualized tables

in order to produce a probabilistic estimate of risk.
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SCJ assessments involve administrators examining the presence

or absence of theoretically, clinically, and/or empirically support-

ed risk and protective factors. This information is then used to

develop a risk formulation based on the clinician’s experience and

intuition. As part of this formulation, examinees are assigned to

one of three risk categories: low, moderate, or high. The

proliferation of research into the predictive validity of both

actuarial and SCJ tools [5] has largely been driven by influential

reports that unstructured clinical predictions are not accurate [6].

A conflict of interest may result when the designers of a risk

assessment tool investigate the predictive validity of the very same

instrument in validation studies. Tool designers may have a vested

interest in their measure performing well, as such empirical

support can lead to both financial benefits (e.g., selling tool

manuals and coding sheets, offering training sessions, being hired

as an expert witness, attracting funding) as well as non-financial

benefits (e.g., increased recognition in the field and more

opportunities for career advancement). This may result in what

we have called an authorship effect whereby the designers of a risk

assessment tool find more positive significant results when

investigating their own tool’s predictive validity than do indepen-

dent researchers.

The majority of the most commonly used risk assessment tools

were developed in English and these have all been translated into a

great number of other languages. In most cases, researchers and

experts who have translated the tool have received formal

permission from the designers to do so and, as a consequence,

exert a more or less formal or informal ownership of the tool in

their home country or region. Similar to the case of the designers,

it is possible that translators might also have a conflict of interest

that manifests in a form of bias.

Previous Research on the Authorship Effect
The meta-analytic evidence concerning the existence of an

authorship effect in the risk assessment literature is limited and

reports contrasting conclusions [7–9]. First, Blair and colleagues

[7] explored an authorship effect using the literature on the

Violence Risk Appraisal Guide (VRAG) [10,11], the Sex Offender

Risk Appraisal Guide (SORAG) [10,11], and the Static-99

[12,13]–actuarial risk assessment tools designed for use with adult

offenders. Evidence of an authorship effect was found in that

studies on which a tool author was also a study author (r = 0.37;

95% CI = 0.33–0.41) produced higher rates of predictive validity

than studies conducted by independent researchers (r = 0.28; 95%

CI = 0.26–0.31). This meta-analysis was limited as only published

studies were included and studies with overlapping samples were

not excluded.

Second, Harris, Rice, and Quinsey [8], co-authors of two of the

instruments in the previous review (VRAG and SORAG), re-

analyzed the predictive validity literatures of their instruments

including unpublished studies and avoiding overlapping samples.

Using a different outcome measure – the area under the receiver

operating characteristic curve (AUC) – the review found that

studies in which a tool author was also a study author produced

similar effect estimates to studies conducted by independent

investigators. However, the authors provided no statistical tests to

support their conclusions and the range of instruments included

remained very limited. This review also did not investigate the

evidence for an authorship effect in the published and unpublished

literature, separately. Finally, methodologists have recently sug-

gested that the AUC may not be able to differentiate between

models that discriminate better than chance [14–16], suggesting

that these findings should be interpreted with caution.

Finally, Guy [9], as part of a Master’s thesis supervised by

designers of a set of well-known SCJ tools, investigated whether

being the author of the English-language version or a non-English

translation of a risk assessment tool was associated with higher

rates of predictive validity. The review concluded that studies on

which the author or translator of an actuarial tool was also a study

author produced similar AUCs to studies conducted by indepen-

dent investigations. These findings were replicated for SCJ tools.

However, the justification for these conclusions lied in overlapping

95% confidence intervals, which are not equivalent to formal

significance tests [17]. As with the previous review, another

problem with this review is the use of the AUC, which has been

criticized for offering overly-optimistic interpretations of the

abilities of risk assessment tools to accurately predict violent

behavior [18,19]. Furthermore, the AUC can also not be used to

conduct meta-regression, an extension of subgroup analysis which

allows the effect of continuous as well as categorical characteristics

to be investigated at a given significance level [20]. Thus, it may be

that Guy’s findings are false negatives.

The Present Review
Given the limitations of previous reviews and their contrasting

findings, the aim of the present systematic review and meta-

analysis was to explore the evidence for an authorship effect using

subgroup analyses and metaregression in a broader range of

commonly used risk assessment tools, looking at published and

unpublished literature. The independence of any authorship bias

from other design-related moderators will also be explored, as will

the role of translators of instruments.

Methods

Review Protocol
The Preferred Reporting Items for Systematic Reviews and

Meta-analyses (PRISMA) Statement [21], a 27-item checklist of

review characteristics designed to enable a transparent and

consistent reporting of results (Table S1), was followed.

Risk Assessment Tools
The following nine instruments were identified as those most

commonly used in clinical practice based on recent questionnaire

surveys [22–24] and reviews: the Historical, Clinical, Risk Manage-

ment-20 (HCR-20) [25,26], the Level of Service Inventory-Revised (LSI-

R) [27], the Psychopathy Checklist-Revised (PCL-R) [28,29], the Spousal

Assault Risk Assessment (SARA) [30–32], the Structured Assessment of

Violence Risk in Youth (SAVRY) [33–34], the Sex Offender Risk

Appraisal Guide (SORAG) [10,11], the Static-99 [12,13], the Sexual

Violence Risk-20 (SVR-20) [35], and the Violence Risk Appraisal Guide

(VRAG) [10,11]. Details of these instruments are reported in

Table 1.

Systematic Search
A systematic search was conducted to identify predictive validity

studies for the above nine risk assessment tools using PsycINFO,

EMBASE, MEDLINE, and US National Criminal Justice

Reference Service Abstracts and the acronyms and full names of

the instruments as keywords. Additional studies were identified

through references, annotated bibliographies, and correspondence

with researchers in the field known to us to be experts. Both peer-

reviewed journal articles and unpublished investigations (i.e.,

doctoral dissertations, Master’s theses, government reports, and

conference presentations) from all countries were considered for

inclusion. Manuscripts in all languages were considered, and there

were no problems obtaining translations for non-English manu-
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scripts. Studies measuring the predictive validity of select scales of

an instrument were excluded, as were calibration studies because

they may likely have produced inflated predictive validity

estimates. When multiple studies used overlapping samples, that

with the largest sample size was included to avoid double-

counting.

Rates of true positives, false positives, true negatives, and false

negatives at a given threshold (i.e., information needed to

construct a two-by-two contingency table) needed to have been

reported for a study to be included in the meta-analysis. When cut-

off thresholds different to those suggested in the most recent

version of a tool’s manual were used to categorize individuals as

being at low, moderate, or high risk of future offending, tabular

data was requested from study authors. If the predictive validity of

multiple instruments was assessed in the same study, data was

requested for each tool and counted separately. Thus, one study

could contribute multiple samples. In cases where different

outcomes were reported, that with the highest base rate (i.e., the

most sensitive) was selected.

Using this search strategy, 251 eligible studies were identified

(Figure 1). Tabular data using standardized cut-off thresholds was

available in the manuscripts of 31 of these studies (k samples = 39)

and are thus available in the public domain. Additional data were

requested from the authors of 164 studies (k = 320) and obtained

for 52 studies (k = 65). The tabular data provided by the authors

was based on further analysis of original datasets rather than

analyses that had already been conducted, and was received after

explaining to authors that the aim of the review to explore the

predictive validity of commonly used risk assessment tools. Effect

sizes from 234 of the 255 samples for which we were unable to

obtain data were converted to Cohen’s d using formulae published

by Cohen [36], Rosenthal [37], and Ruscio [38]. The median

effect size produced by those samples for which we could not

obtain data (Median = 0.67; Interquartile range [IQR] = 0.45–0.87) and

those for which we were able to obtain tabular data (Median = 0.74;

IQR = 0.54–0.95) was similar, suggesting generalizability of the

included samples.

Data Analysis
As risk assessment instruments are predominantly used in

clinical situations as tools for identifying higher risk individuals

[39], participants who were classified as being at moderate or

high risk for future offending were combined and compared with

those classified as low risk for the primary analyses. A sensitivity

analysis was conducted with participants classified as high risk

compared to those classified as low or moderate risk. This second

approach is more consistent with risk instruments being used for

screening.

Six of the included instruments categorize individuals into one

of three risk categories: low, moderate, or high risk. For the LSI-R,

the low and low-moderate risk classifications were combined for

the low risk category, and the moderate-high and high classifica-

tions were combined for the high risk category, leaving the

moderate group unaltered. For the PCL-R, psychopathic individ-

uals (scores of 30 and above) were considered the high risk group

and non-psychopathic individuals were considered the low risk

group, leaving no moderate risk bin. For the Static-99, the

moderate-low and moderate-high classifications were combined

and considered the moderate risk category, leaving the low and

high groups unchanged.

Sufficient tabular data was available for the sensitivity analysis

but not the primary analyses for 8 studies (k = 10). Therefore,

data on 74 studies (k samples = 94) were included in the primary

analyses, and data on 82 studies (k = 104) were included in the

sensitivity analysis (references for included studies in List S1).

Predictive Validity Estimation
The performance estimate used to measure predictive validity

was the diagnostic odds ratio (DOR). The DOR is resistant to

changes in the base rate of offending and may be easier to

understand for non-specialists than alternative statistics such as the

AUC or Pearson correlation coefficient, as it can be interpreted as

an odds ratio. That is, the DOR is the ratio of the odds of a

positive test result in an offender (i.e., the odds of a true positive)

relative to the odds of a positive result in a non-offender (i.e., the

odds of a false positive) at a given threshold [40]. The use of the

DOR is currently considered as a standard approach when using

metaregression methodology [40].

The Moses-Littenberg-Shapiro regression test [41] was used to

determine whether DORs could be pooled. This standard test

plots a measure of threshold against the natural log of each

sample’s odds ratio. As non-significant relationships were found

between threshold and performance when those judged to be at

moderate risk were considered high risk (b = –0.01, p = 0.32) or

low risk (b = 0.01, p = 0.93), DerSimonian-Laird random effects

meta-analysis was able to be performed using the sample DOR

data. Between-study heterogeneity was measured using the I2

index, which calculates the percentage of variation across samples

not due to chance, and the Q statistic, which assesses the

significance of variation across samples.

Investigating the Presence of an Authorship Effect
Random effects subgroup analysis and meta-regression were

used to explore evidence of an authorship effect. Tool designer

status was operationally defined as being one of the authors of

the English-language version of an included instrument. Further

analyses were conducted to investigate the evidence for the

authorship effect in studies of actuarial versus SCJ instruments, in

studies published in a peer-reviewed journal versus gray literature

(doctoral dissertations, Master’s theses, government reports, and

conference presentations), and when the definition of tool

authorship was broadened to include translators of the instru-

ment.

To investigate whether having a tool designer as a study author

influenced predictive validity independently of other sample- and

study-level characteristics, multivariable meta-regression was used

Table 1. Characteristics of nine commonly used violence risk
assessment tools.

Instrument Approach Outcome

LSI-R Actuarial General Offending

PCL-R Actuarial N/Aa

SORAG Actuarial Violent Offending

Static-99 Actuarial Violent + Sexual Offending

VRAG Actuarial Violent Offending

HCR-20 SCJ Violent Offending

SARA SCJ Violent Offending

SAVRY SCJ Violent Offending

SVR-20 SCJ Violent + Sexual Offending

Note. SCJ = structured clinical judgment; N/A = not applicable.
aThe PCL-R was designed as a personality measure rather than a risk assessment
tool, but is frequently used as means to assess risk of violent, sexual and general
offending.
doi:10.1371/journal.pone.0072484.t001
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to calculate unstandardized regression coefficients to test models

composed of tool authorship and the type of offending being

predicted (general vs. violent), ethnic composition (the percentage

of a sample that was white), and the mean age of the sample (in

years). These factors were previously been found to significantly

moderate predictive validity estimates in published univariate

analyses using a subset of the included studies [42]. The following

indicators of methodological quality were then investigated in

bivariate model with tool authorship to investigate moderating

effects: temporal design (prospective versus not), inter-reliability of

risk assessment tool administration, the training of tool raters

(trained in use of the tool under investigation versus not), the

professional status of tool raters (students versus clinicians), and

whether outcomes were cross-validated (e.g., conviction versus self-

report).

A standard significance level of a= 0.05 was adopted for these

analyses, which were conducted using STATA/IC Version 10.1

for Windows. We have tested the accuracy of these tools in

predicting violence, sexual violence, and criminal offending more

generally in a related publication [43].

Results

Descriptive Characteristics
The present review included 30,165 participants in 104 samples

from 83 independent studies. Information from 65 (n = 18,343;

62.5%) of the samples was not available in manuscripts and was

received from study authors for the purposes of this synthesis. Of

the 30,165 participants in the included samples, 9,328 (30.9%)

offended over an average of 53.7 (SD = 40.7) months (Table 2).

The tools with the most samples included the PCL-R (k = 21;

21.2%), the Static-99 (k = 18; 17.3%), and the VRAG (k = 14;

13.5%). The majority of the samples (k = 72; 69.2%) were assessed

using an actuarial instrument. As suggested by Cicchetti [44],

acceptable inter-rater reliability estimates were reported in all 56

(53.8%) samples on which agreement was investigated. Training in

the risk assessment tool under investigation was reported for 37

(35.6%) of samples. Graduate students administered risk assess-

ment tools in 19 (18.3%) samples, clinicians in 33 (31.7%), and a

mix of both students and clinicians in 8 (7.7%). It was unstated or

unclear for the remaining 48 (46.2%) samples who conducted

assessments. Outcomes were cross-validated for three (2.9%)

Figure 1. Results of a Systematic Search Conducted to Identify Replication Studies of Commonly Used Risk Assessment Tools.
doi:10.1371/journal.pone.0072484.g001
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samples. Given the lack of information on the educational level of

tool raters as well as the low prevalence of outcome cross-

validation, these variables were excluded from subsequent

metaregression analyses.

A designer or translator of a risk assessment tool was also an

author on a research study on that instrument in 25 (k = 29;

27.9%) of the 83 studies. Authors of the English-language version

of a given tool’s manual were also authors of a study investigating

that tool’s predictive validity on 10 studies constituting 12 (11.5%)

Table 2. Characteristics of 104 replication samples investigating the predictive validity of risk assessment tools.

All samples
Designers’
research

Independent
research

Category Subcategory
Number of
k = 104 (%)

Number of
k = 12 (%)

Number of
k = 92 (%)

Source of study Journal article 80 (76.9) 10 (83.3) 70 (76.1)

Conference 7 (6.7) 2 (16.7) 5 (5.4)

Thesis or dissertation 13 (12.5) 0 (0) 13 (14.1)

Government report 4 (3.8) 0 (0) 4 (4.3)

Type of tool Actuarial 72 (69.2) 6 (50.0) 66 (71.7)

SCJ 32 (30.8) 6 (50.0) 26 (28.3)

Tool used HCR-20 12 (11.4) 2 (16.7) 10 (10.9)

LSI-R 11 (10.6) 0 (0) 11 (12.0)

PCL-R 21 (21.2) 0 (0) 21 (22.8)

SARA 4 (3.8) 3 (25.0) 1 (1.1)

SAVRY 11 (10.6) 1 (8.3) 10 (10.9)

SORAG 8 (7.7) 2 (16.7) 6 (6.5)

Static-99 18 (17.3) 2 (16.7) 16 (17.4)

SVR-20 5 (4.8) 0 (0) 5 (5.4)

VRAG 14 (13.5) 2 (16.7) 12 (13.0)

Sample size Mean (SD) 366 (513) 449 (725) 356 (483)

Male participants (per sample) Mean % (SD) 95.3 (14.6) 99.3 (2.6) 94.6 (15.7)

White participants (per sample) Mean % (SD) 72.7 (22.8) 75.1 (9.9) 72.4 (24.1)

Age (in years) Mean (SD) 32.1 (7.6) 33.4 (8.4) 40.2 (2.2)

Study settinga Community 4 (3.8) 2 (16.7) 2 (2.2)

Correctional 44 (42.3) 5 (41.7) 39 (42.4)

Psychiatric 41 (39.4) 3 (25.0) 38 (41.3)

Mixed 15 (14.4) 2 (16.7) 13 (14.1)

Temporal design Prospective 46 (44.2) 5 (41.7) 41 (44.6)

Retrospective 53 (51.0) 5 (41.7) 48 (52.2)

Unstated/Unclear 5 (4.8) 2 (16.7) 3 (3.3)

Source of information used to File review 60 (57.7) 8 (66.7) 52 (56.5)

administer tool Interview 2 (1.9) 0 (0) 2 (2.2)

Mixed 20 (19.2) 3 (25.0) 17 (18.5)

Unstated/Unclear 22 (21.2) 1 (8.3) 21 (22.8)

Length of follow-up (months) Mean (SD) 53.7 (40.7) 50.3 (21.4) 97.4 (35.1)

Type of offending Generalb 54 (51.9) 3 (25.0) 51 (55.4)

Violent only 48 (46.2) 9 (75.0) 39 (42.4)

Non-violent only 1 (1.0) 0 (0) 1 (1.1)

Unstated/Unclear 1 (1.0) 0 (0) 1 (1.1)

Type of outcome Charge/Arrest/Conviction 69 (66.4) 8 (66.7) 61 (66.3)

Institutional incident 12 (11.5) 1 (8.3) 11 (12.0)

Mixed 17 (15.3) 3 (25.0) 14 (15.2)

Unstated/Unclear 6 (5.8) 0 (0) 6 (6.5)

Note. k = number of samples; SCJ = structured clinical judgment; SD = standard deviation. Designer status operationally defined as being an author of the English-
language original version of the instrument under investigation.
aAt start of follow-up; bViolent and non-violent.
doi:10.1371/journal.pone.0072484.t002
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samples: 3 (2.9%) samples for the SARA, 2 (1.9%) for the HCR-

20, 2 (1.9%) for the SORAG, 2 (1.9%) for the Static-99, 2 (1.9%)

for the VRAG, and 1 (1.0%) for the SAVRY. A tool’s translator

was also an author of a study investigating that tool’s predictive

validity in 15 studies constituting 17 (16.3%) samples: 4 (3.8%)

samples for the Static-99, 3 (2.9%) for the HCR-20, 3 (2.9%) for

the SVR-20, 2 (1.9%) for the PCL-R, 2 (1.9%) for the SAVRY, 2

(1.9%) for the SORAG, and 1 (1.0%) for the VRAG.

Six of the 16 journals in which the studies appeared requested in

their Instructions for Authors that any financial or non-financial

conflicts of interest be disclosed. None of the 25 studies where a

tool designer or translator was the author of an investigation of

that instrument’s predictive validity contained such a disclosure.

Investigation of an Authorship Effect
Random effects subgroup analysis found an authorship effect:

higher predictive validity estimates were produced where study

authors were also designers of the tool being investigated

(DOR = 6.22; 95% CI = 4.68–8.26; I2 = 0.0; Q = 3.94, p = 0.95)

compared to independent studies (DOR = 3.08; 95% CI = 2.45–

3.88; I2 = 82.3; Q = 462.81, p,0.001) (Table 3). Metaregression

confirmed this significant finding (b = 0.83, p = 0.02). Although

there was no clear evidence of the authorship effect in actuarial

and SCJ instruments when considered separately (bActuarial = 0.78,

SE = 0.48, p = 0.11; bSCJ = 0.59, SE = 0.51, p = 0.26), there was

evidence that studies of SCJ instruments conducted by teams not

including a tool author or translator produced significantly higher

DORs than studies of actuarial instruments (b = 0.68, SE = 0.27,

p = 0.02). The authorship effect was specific to studies published in

a peer-reviewed journal (b = 0.79, SE = 0.38, p = 0.04) rather than

doctoral dissertations, Master’s theses, government reports, and

conference presentations (b = –1.03, SE = 1.05 p = 0.34). When the

operational definition of tool authorship was broadened to include

translators, a non-significant trend towards an authorship effect

was found (b = 0.39, SE = 0.26, p = 0.13).

Multivariable meta-regression was used to investigate whether

having a tool designer as a study author influenced predictive

validity independently of other sample- and study-level character-

istics including the type of offending being predicted (b = –0.01,

SE = 0.52, p = 0.99), ethnic composition (b = 0.02, SE = 0.01,

p = 0.08), and the mean age of the sample (b = –0.03, SE = 0.02,

p = 0.22). When these variables were modeled together, tool

authorship remained a borderline significant predictor of predic-

tive validity (b = 1.02, SE = 0.55, p = 0.08). Bivariate models

revealed that methodological quality indicators including temporal

design (b = 0.11, SE = 0.27, p = 0.68), inter-rater reliability

(b = 0.02, SE = 0.24, p = 0.94), training of tool raters (b = 0.04,

SE = 0.23, p = 0.87), and professional status (b = 0.23, SE = 0.34,

p = 0.51) did not account for variance in predictive validity

estimates independently of tool authorship, which remained

significant at the p,0.05 level throughout. Whether outcomes

were cross-validated was not able to be investigated due to low cell

counts.

Sensitivity Analysis
No clear evidence of an authorship effect was found when

moderate risk individuals were grouped with low risk participants

and authorship was operationally defined as being an author of the

English-language version of an instrument (b = 0.35, p = 0.31) or

an author of either an English-language or translated version

(b = –0.10, p = 0.67).

Discussion

Violence risk assessment is increasingly part of routine clinical

practice in mental health and criminal justice systems. The present

meta-analysis examined if an authorship effect exists in the

violence risk assessment literature, namely whether studies in

which a designer of one of these tools was also a study author

found more favorable predictive validity results than independent

investigations. To explore this, tabular data was obtained for

30,165 participants in 104 samples from 83 independent studies.

We report two main findings: evidence of an authorship effect, and

clear lack of disclosure. Both have potentially important implica-

tions for the field.

Evidence of a significant authorship effect was found, specifi-

cally to risk assessment studies published in peer-reviewed journals.

Previous work has proposed several possible explanations of such

Table 3. Subgroup and metaregression analyses of diagnostic odds ratios (DORs) produced by nine commonly used risk
assessment tools when a tool designer was a study author versus independent investigations.

Analysis Subcategory Authorship status DOR (95% CI) Metaregression

Overall Translators not Tool designer as study author 6.22 (4.68–8.26) b = 0.83, SE = 0.36, p = 0.02

included as ‘‘designers’’ Tool designer not study author 3.08 (2.45–3.88)

Translators included Tool designer as study author 4.45 (3.06–6.47) b = 0.39, SE = 0.26, p = 0.13

as ‘‘designers’’ Tool designer not study author 3.04 (2.36–3.91)

Type of Actuarial Tool designer as study author 5.38 (3.82–7.58) b = 0.78, SE = 0.48, p = 0.11

toola Tool designer not study author 2.56 (1.98–3.30)

SCJ Tool designer as study author 8.60 (5.15–14.35) b = 0.59, SE = 0.51, p = 0.26

Tool designer not study author 5.07 (3.27–7.84)

Publication Journal Tool designer as study author 6.13 (4.59–8.20) b = 0.79, SE = 0.38, p = 0.04

sourcea Tool designer not study author 3.09 (2.39–3.98)

Gray literature Tool designer as study author 8.73 (2.06–36.94) b = –1.03, SE = 1.05, p = 0.34

Tool designer not study author 3.07 (1.93–4.90)

Note. b = unstandardized regression coefficient; SE = standard error; SCJ = structured clinical judgment; DOR = diagnostic odds ratio; CI = confidence interval; Gray
literature = doctoral dissertations, Master’s theses, government reports, and conference presentations.
aAuthorship operationally defined as being an author of the English-language version of the instrument under investigation.
doi:10.1371/journal.pone.0072484.t003
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bias [7,9,45]. First, tool designers may conduct studies to

maximize the predictive validity of their instruments. Such biases

may be incidental as tool designers are more familiar with their

instrument, might be more careful to ensure proper training of tool

administrators, and promote use following manualized protocols

without modification. The involvement of tool designers may

result in experimenter effects that influence assessors. Such effects

may encourage clinicians to adhere more closely to protocols,

which is likely associated with better performance and fidelity [42].

That the authorship effect appeared to be more pronounced in

studies of actuarial instruments may be attributed to this–actuarial

instruments have stricter administration protocols which, if not

followed exactly, may result in considerably different predictive

validity estimates [46]. This finding will need replication with

larger datasets to clarify, however.

A second potential reason for the authorship effect is that tool

designers may be unwilling to publish studies where their

instrument performs poorly. Such a ‘‘file drawer problem’’ [47]

is well established in other fields, especially where a vested interest

is involved [48] and supports the recent call for prospective

registration of observational research [49]. Given that multivar-

iable analyses suggested that the authorship effect might be

confounded by the type of offense being predicted and samples’

ethnic composition and mean age, a third reason for the

authorship effect may be that tool authorship represents a proxy

for having used a risk assessment tool as it was designed to be used

(e.g. to predict violent offending in psychiatric patients) in samples

similar to that tool’s development sample (e.g. in youths, or

predominantly white individuals in their late 20s and early 30s).

However, we found no evidence that the authorship effect was

related to methodological quality indicators such as inter-rater

reliability or training in the use of the instrument under

investigation. Whatever the possible reasons, this is an important

finding for the field, with implications for research, clinical

practice, and the interaction of forensic mental health with the

criminal justice field. For example, the suitability of candidates for

expert panels and task forces for reviewing evidence, writing

clinical guidelines, and setting up policy documents, needs to

consider authorship effects. Similarly, potential conflicts of

interests in expert witness work in legal cases need declaration.

Limitations of the present review include the fact that we did not

have access to information from all relevant studies, and that we

focused our review on what are the most commonly used

instruments and therefore did not included some newer instru-

ments. We used as the outcome with the highest base rate for a

particular instrument, because analyses of the authorship effect by

class of tools (those designed for violence, sexual violence, or

criminal offending) were underpowered. We were also unable to

conduct analyses by individual instruments, as there were three or

fewer studies with tool authors as study authors for each. Finally,

we did not have access to sufficient details on each study to

systematically assess further if the authorship effect was linked to

fidelity in designers’ research, such as information about raters’

training, inter-rater reliability of tool items, or cross-validation of

outcome measures.

As there was evidence of an authorship bias, the financial and

non-financial benefits of authors warrant disclosure in this field,

particularly when a journal’s Instructions to Authors request that any

potential conflicts of interest be made clear. Such disclosure has

been established as a first step towards dealing with conflicts of

interest in psychiatry [50]. The present meta-analysis found that

such transparency has yet to have been achieved in the forensic

risk assessment literature. None of the 25 studies where tool

authors or translators were also study authors reported a conflict of

interest, despite 6 of the 16 journals in which they were published

having requested that potential conflicts be disclosed. The number

of journals requesting such disclosures may higher, as information

requested not in in Instructions to Authors but rather during the

manuscript submission process was not investigated. Apparent lack

of compliance with guidelines may have due to journals choosing

not to publish a disclosure made by study authors or study authors

may have decided not to report their financial and/or non-

financial interests [51]. To promote transparency in future

research, tool authors and translators should routinely report their

potential conflict of interest when publishing research investigating

the predictive validity of their tool.

Conclusions

Conflicts of interest are an important area of investigation in

medical and behavioral research, particularly as there has been

concern about trial data being influenced by industry sponsorship.

Having explored this issue in the growing violence risk assessment

literature, we have found evidence of both an authorship effect as

well as lack of disclosure by tool designers and translators. The

credibility of future research findings may be questioned in the

absence of measures to tackle these issues [50,52]. Further, when

assessing the suitability of candidates for expert panels and task

forces for reviewing evidence, writing clinical guidelines, and

setting up policy documents, it is pertinent to consider authorship

effects. Similarly, potential conflicts of interests in expert witness

work in legal cases need declaration.
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Gammelgård, Robert Hare, Grant Harris, Leslie Helmus, Andreas Hill,

Hilda Ho, Clive Hollin, Christopher Kelly, Drew Kingston, P. Randy

Kropp, Michael Lacy, Calvin Langton, Henny Lodewijks, Jan Looman,

Karin Arbach Lucioni, Jeremy Mills, Catrin Morrissey, Thierry Pham,

Charlotte Rennie, Martin Rettenberger, Marnie Rice, Michael Seto,
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