@’PLOS | ONE

CrossMark

click for updates

ﬁ OPEN ACCESS

Citation: Luo N, Sun Q, Chen Q, Ji Z, Xia D (2015) A
Novel Tracking Algorithm via Feature Points Match-
ing. PLoS ONE 10(1): €0116315. doi:10.1371/journal.
pone.0116315

Academic Editor: Daogiang Zhang, Nanjing Univer-
sity of Aeronautic and Astronautics, CHINA

Received: January 28, 2014
Accepted: December 9, 2014
Published: January 24, 2015

Copyright: © 2015 Luo et al. This is an open access
article distributed under the terms of the Creative
Commons Attribution License, which permits unre-
stricted use, distribution, and reproduction in any me-
dium, provided the original author and source are
credited.

Funding: This work was supported by grants from
Programs of the National Natural Science Foundation
of China (61273251,61473310) (http://www.nsfc.gov.
cn), the project of civil space technology pre-research
of the 12th five-year plan (D040201) and the Funda-
mental Research Funds for the Central Universities
(30920140111004). The funders had no role in study
design, data collection and analysis, decision to pub-
lish, or preparation of the manuscript.

Competing Interests: The authors have declared
that no competing interests exist.

A Novel Tracking Algorithm via Feature
Points Matching

Nan Luo, Quansen Sun*, Qiang Chen, Zexuan Ji, Deshen Xia

School of Computer Science and Engineering, Nanjing University of Science and Technology, Nanjing,
Jiangsu, China

* sunquansen @ mail.njust.edu.cn

Abstract

Visual target tracking is a primary task in many computer vision applications and has been
widely studied in recent years. Among all the tracking methods, the mean shift algorithm
has attracted extraordinary interest and been well developed in the past decade due to its
excellent performance. However, it is still challenging for the color histogram based algo-
rithms to deal with the complex target tracking. Therefore, the algorithms based on other
distinguishing features are highly required. In this paper, we propose a novel target tracking
algorithm based on mean shift theory, in which a new type of image feature is introduced
and utilized to find the corresponding region between the neighbor frames. The target histo-
gram is created by clustering the features obtained in the extraction strategy. Then, the
mean shift process is adopted to calculate the target location iteratively. Experimental re-
sults demonstrate that the proposed algorithm can deal with the challenging tracking situa-
tions such as: partial occlusion, illumination change, scale variations, object rotation and
complex background clutter. Meanwhile, it outperforms several state-of-the-art methods.

Introduction

The target tracking technology is an important issue in computer vision tasks especially for the
applications such as intelligent video surveillance [1, 2], automatic driving [3], vision-based
control [4], the video-based reconstruction [5], video-based human interaction [6], and etc.
The aim of target tracking is to find out a continuous correspondence of the target region in
each frame.

As a nonparametric density estimator, the mean shift algorithm was introduced in 1975 [7],
which was used to compute the nearest mode of a sample distribution iteratively [8]. Due to its
simplicity in implementation and robustness to occlusion and distortion, mean shift becomes
the most popular target tracking method. In the classical kernel based mean shift tracking algo-
rithm (KMS [9, 10]), color histogram is used to describe the target, and Bhattacharyya coefti-
cient is employed to measure the similarity between the target model and the target candidates.
Location of the target is achieved by finding the local minimum of the distance measure func-
tion iteratively. Based on the mean shift framework, many algorithms combining with feature
extensions or adaptive scale have been proposed. In [11], the target size was determined by
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executing the algorithm three times in different scales. Then, an expectation maximization
based mean shift tracking algorithm (EMshift) was proposed in [12], which simultaneously es-
timated the position of the local mode and the covariance matrix. Besides, in [13], a new histo-
gram called Spatiogram that included potentially higher order moments was used in the mean
shift frame to increase robustness in tracking. Meanwhile, a weighted fragment based approach
that tackled partial occlusion was proposed in [14], where the weights were derived from the
difference between the fragment and background colors. According to the hypothesis testing,
Peng et al. [15] proposed a mean shift tracking algorithm using Kalman filter to update histo-
gram bins. It was widely considered that the cross-bin metrics which employed a bin-by-bin
metric [16] were generally more robust for measuring histograms similarity than the tradition-
al mean shift algorithm. Therefore, these works using the earth mover’s distance (EMD) as
similarity measurement showed their advantage in [16-18]. An adaptive mean shift tracking
(SOAMST) algorithm was proposed in [19] to address the problem of how to estimate the scale
and orientation changes of the target in the mean shift. In [20], Ning et al. demonstrated that
the background-weighted histogram (BWH) algorithm proposed in [10] did not introduce any
additional information to improve the tracking effect. In addition, a corrected BWH (CBWH)
formula by transforming the target model was proposed which could effectively reduce the in-
terference of background in target localization.

However, the color histogram based algorithms are sensitive to similar backgrounds and il-
lumination variation. Therefore, some robust and distinguishing features such as SIFT [21]
and SURF [22] are introduced into the target tracking field. Zhou et al. [23] proposed an algo-
rithm which used the EM algorithm to search for an appropriate similarity region. Meanwhile,
the distance between the detected locations by mean shift and SIFT correspondence is mini-
mized respectively. Haner et al. [24] proposed a method to improve the robustness of mean
shift tracking algorithm by using SURF features. Zhang et al. [25] utilized SIFT feature points
which were extracted from the search region to construct the color histogram and color proba-
bility distribution, then the target location was guided by matching these two sets of features.
All above-mentioned methods demonstrate that the distinguishing features can be used to
make the color histogram based algorithms more robust. However, most of those methods are
time consuming due to their features detection and description strategies. With the develop-
ment of image local features, more and more new detectors and descriptors have been pro-
posed in recent years, such as FAST [26], AGAST [27], BRIEF [28], BRISK [29], ORB [30],
FREAK [31] and DAISY [32]. These methods are considered to be more efficient in terms of
speed and matching performance. Besides, in [33], feature histograms were extracted from a
sparse set of SIFT feature points by using k-means clustering. Significant performance could be
achieved by training these histograms in a SVM classifier for texture classification and object
categories. Hence we are inspired to use the latest and faster features to create histograms in
the mean shift iteration framework to locate the target.

In this paper, an effective target tracking algorithm is proposed to cope with the complex
tracking. Comparing with other blobs detector such as SIFT and SURF, FAST [26] is a corner
based detector with high speed which can get more feature points. Therefore, the statistical his-
togram is more reasonable and preciser with more feature points. As mentioned above, binary
features such as BRIEF [28], BRISK [29], ORB [30] and FREAK [31] have fast speed due to the
binary stream. However, they are proposed for embedded devices with small memory and low
computation complexity like smart phone or tablet PC. Hence the matching ability of these de-
scriptors is not as good as the traditional ones [34]. In addition, the DAISY descriptor is chosen
to describe the feature which has been demonstrated with better performance in numerous
image distortions [35]. Moreover, due to its simple architecture, the DAISY descriptor which
can be efficiently applied to the framework of 3D reconstruction. Therefore, the proposed
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algorithm uses FAST [26] to detect the feature points and utilizes the DAISY descriptor [32,
36] to describe the points. Then we create the histograms both of the target model and the can-
didate using the feature points and find the correspondence between two frames. Finally, we
calculate the new location of the target by matching the histograms in the mean shift
framework.

It should be noted that this paper is an extension of our previous work [37]. Specifically, the
extensions include:

1. Feature points matching strategy is introduced to the mean shift tracking process.
2. A novel target representation histogram is proposed by using k-means cluster.
3. Much more tracking results are shown on more public datasets.

The remainder of this paper is organized as follows. In the section Method, a mean shift
based algorithm using FAST detector and DAISY descriptor for object tracking is proposed.
Section Experiments shows the comparison results of several state-of-the-art methods and the
proposed algorithm. Section Conclusions concludes this paper in the end.

Methods
Mean shift algorithm based on kernel theory

In the mean shift algorithm, the color histogram of the target region is adopted as the template
description. Let {x;},i =1, - - -, n be the pixel locations of the region defined as the target
model. The coordinates of the target center is x,, and the set is normalized according to the
bounding box bandwidth 4. Then the color distribution is discretized into m— bins histogram.
The function b: R> — {1, - - -, m} associates the pixel at location x; to the index b(x;) of its bin in
the feature space.

To all the pixels in the target region of the first frame, computing the histogram is called the
target model description. Moreover, x; is the i—th pixel in the target region, and the m—bin
color histogram is g, = {4,(»)}, u =1, - - -, m, which can be stated as:

q,= Cii;k(HX*‘;xO

where 7 is the pixel number of the target model area,  is the window bandwidth, and ¢ is the

2)6[b<x,-> 4 W

Kronecker delta function. As a convex monotonically decreasing function, kernel function k(x)
assigns smaller weights to pixels farther from the target center. C is the normalization constant

to insure the condition Z q, = 1, which is derived from:

u=1
1

Similarly, let {x},i = 1,-- -, n be the pixel locations of the target candidate which is cen-

tered at y in the current frame. The color histogram of the target candidate template is p,, =
{p.()}, u=1,---, m, which can be described as:

p. = k(2
i—1

2)5[b<xr> 4 3)
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where

(=

is also the normalization constant. It is obvious that that C does not rely on y, because the
pixel locations x; are organized in a regular lattice and y is one of the lattice nodes [10]. There-
fore, Cy can be calculated in advance when the kernel density and the value of bandwidth 4 are
given.

The Bhattacharyya coefficient [38] is used to measure the similarity between the histograms

which is described as:
p) =plp).4q] = Z \/ PO (5)

To find the position corresponding to the target in the current frame, the Bhattacharyya coeffi-
cient Eq. 5 should be maximized as a function of y. More involved details can be found in [39].
The brief derivation process is shown as follows:

Let the target location in the previous frame y, be the initial position of the target candidate
in the current frame. Use the Taylor expansion around the p,(j,), the linear approximation of
Bhattacharyya coefficient is obtained as

Z\/p(yoqu Zp(y (;) (6)

) o)

Recalling Eq. 3 yields

m 1y _
o001~ 5> 250+ G wk( |52
u=1 i=1

where

0, =3 P00 =B 5[b(x,) - ul (8)

In order to maximize Eq. 5, the second term of equation 7 must be maximized, since the first
term is independent of y. Notice that the second term represents the density estimation with
kernel function k(x) at y in the current frame. The maximum of this density mode in the local
neighborhood can be found by using the mean shift process [10]. In this procedure, the kernel
is recursively moved from the current location j, to the new location J; using the following

function:
- xr B yO 2)
X;0:8 <)
R i
S X — Yo 2)
w:g (
2087

/
where g(x) = —k (x) and the new location y, is the center of the target region in the current
frame.
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Feature extraction strategy

FAST detector is proposed by Rostenand and Drummond in 2006 [26], and they are widely
used because of their computational properties. FAST features are described as a sufficient
number of pixels which have different gray value scales around the center point. In this paper,
we adopt FAST-9 (circular radius of 9), which has good performance in [30].

DAISY descriptor proposed by Tola [32, 36] is a new image local feature descriptor in recent
years. The core concept of DAISY is using multiple scale Gaussian filter functions to convolve
with several gradient maps of the original image. Since Gaussian filter functions have separabil-
ity, this descriptor shows its efficiency and effectiveness in dense matching task.

First, for input image I, H number of orientation maps are computed with pixel difference,
and they are denoted by

o~
= (= <0<
G, (80) ,1<o<H (10)

where (.)" means the operator such that (a)* = max(a, 0).
Then, the orientation maps are convolved with several Gaussian filter functions under dif-
ferent X values to obtain the convolved orientation maps for different regions. These convolved

orientation maps are denoted by
on\ "
G =Gy (o= 11
s (5 (1)

In addition, the convolved orientation maps can be computed in an efficient way to reduce the
computational complexity since the Gaussian filters are separable. That is, a lager Gaussian fil-
ter X, is obtained from consecutive convolution with the smaller one X; using the following
equation:

¢ AW
Go22 = G}:2 * <%> = G}: * Gzl * (%) = GZ * GoZl (12)

where ¥ = /%> — £%. The whole calculation process of the convolved orientation maps is

shown intuitively in Fig. 1.

As shown in Fig. 2, DAISY descriptor has a central-symmetrically architecture which is sim-
ilar to the flower daisy [32, 36]. This is the origin of its name. The parameters settings and the
proposed values are listed in Table 1. DAISY uses the circular grids rather than the rectangular
ones which are utilized in SIFT and SURF, and it demonstrates that this kind of structures has
better localization properties than the rectangular ones [40]. In DAISY structure, the red point
denotes the location of the center pixel, and the blue ones represent the sample points in outer
rings. Each circle contains one histogram vector which is made of the convolved orientation
maps in different gradient directions of this region, where the amount of Gaussian smoothing
is proportional to the radii of the circle. Therefore, for a certain pixel at location (u, v) in the
given image, let G> (u, v) represent the gradient norm which has been convolved with Gaussian
filter X, for direction o. The histogram of the location can be represented by an H- dimensional
vector as

h):(“7v) = [Gf(uvv)"'WGfl(%V)]T (13)

Then each vector is normalized to unit form, and denoted by fs (1, v). The normalization is
performed independently in each histogram in order to avoid the errors caused by occlusions
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Figure 1. The calculation process of the convolved orientation maps in DAISY.

doi:10.1371/journal.pone.0116315.9001

Figure 2. DAISY descriptor structure.

doi:10.1371/journal.pone.0116315.9002
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Table 1. DAISY Parameters.

Symbol Description and Default Value

R Distance from the center pixel to the outer most grid point. (15)
Q Number of convolved orientations layers with different T s. (3)
T Number of histograms at a single layer. (8)

H Number of bins in the histogram. (8)

S Number of histograms used in the descriptor=Q x T + 1.

Ds The total size of the descriptor vector = S x H.

doi:10.1371/journal.pone.0116315.t001

and different viewpoints. Finally, the DAISY descriptor of a certain pixel (1, v) can be formed
by connecting the previously computed normalized vectors of the center points and its neigh-
bor sample points of outer rings:

flgl(um)
ilgl (ll(u7 i< Rl))7 T 7};; (IT(u7 Y, Rl))
D(u’ V) - flgz (ll(u7 Vs RQ))> e 7;122 (IT(u7 Yy RQ)) (14)

iz£0(ll (L{, v, RQ))) e aﬁgg(lT(u7 v, RQ))

where, i(u, v, R) is the location with distance R from (u, v) in the j—th direction. In this paper,
considering the computational efficiency, our DAISY implementation uses the following pa-

rameters: R = 10, Q = 2, T = 8, H = 8, which means the dimensionality of the feature vector is
D=(QxT+1)x H=136.

Proposed method

Definition: All the variables used in this paper are defined as follows: I; denotes the t—th frame
of the video sequence, where t = 0,1, - - -, N. The target region is selected manually with a rect-
angle on the first frame I, which is defined as Ry, in which the rectangle is represented with a
center ¢y = (1, V), a width wy and a height hy. Then we can compute the FAST feature points
and the DAISY descriptors which are denoted as set S, = {(x}, d}), (x,d?),-- -, (x/,d")},

)t t) 7t

where 7 is the number of feature points, x, = (1}, v,) marks location of the j—th point and its
DAISY descriptor d] in frame I,. Therefore, the whole tracking problem can be defined as:
given I, R, S; and I, the task is to find out the R,,;. That means to determine a new center
Crs1 = (Ugr1, V1) and new edges w1, Bgyy Of Ry

In the first frame, we detect the FAST feature points in the target region and use them to
form the target model histogram. Then k-means clustering algorithm is applied to divide these
feature points into several bins according to their DAISY descriptors. Next, in the current
frame, the FAST feature points are detected in the target candidate region. After that, we utilize
these points to create the target candidate histogram and then find the corresponding points
between two frames. At last, these two histograms and the corresponding points are imported
into the mean shift framework to compute the location of the target. Fig. 3 shows a flow dia-
gram of the proposed algorithm as an example. In the next part of this section the proposed
method is described in detail.

Target model histogram: First of all, the feature points in the target region R, are obtained
by the FAST detector and the DAISY descriptor. Then all the DAISY descriptors are clustered
into M bins by using the conventional k-means algorithm, where the M cluster centers are
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Figure 3. Flow diagram of the proposed algorithm in an example.

doi:10.1371/journal.pone.0116315.9003

C,u=1,2,---, M, Let ¢, be the center of the target region, and S, be the set of feature points.

Since each feature point x),j = 1,2, - - -, m, can only belong to one cluster, we can describe the
target model g, = {4,(»)},u = 1,2, -+, M as follow:

i3 x(]
=1

X — ¢
h

Yotasted) - (15)

where my is the total number of the feature points in the target region, / is the bandwidth, & is

the Kronecker delta function and Idx(x)) returns the cluster index of the feature point (x;). In
our method, we use 2D Gaussian function to implement the kernel function k. Similar with
Equation 1, C is the normalization constant to make sure that - ¢ = 1.

Target candidate histogram: Since the target model g, is computed, we can get the target
candidate histogram in the same way. Firstly, in current frame I,, the feature points S, are com-
puted in the result region R;_; from previous frame. Here, we do not need to run the k-means
algorithm again to get the cluster results. Each feature point belongs to a particular cluster cen-
ter C,, u=1,2,---, M which is computed in the first frame when its Euclidean distance to this
center is minimum. And then the distribution of the target candidate p, = {p,(y)},u =
1,2, -+, M can be written as:

5 - chij;k(u"{ 22| )omaste - (16)

where m, is the length of S, and C}, is the normalization constant. Since the mean shift algo-
rithm is based on histogram matching, more distinguishing histograms leads to better results.
Fig. 4 shows the histograms difference of the example in Fig. 3, where the histograms contain

6 bins representing 6 clusters. The histogram in blue represents the target model region of the
example in Fig. 3. The red one is the histogram of the target candidate region at the beginning
of mean shift process. The last one in green is the histogram of the result when mean shift itera-
tion process ends. From Fig. 4 we can obviously find that the histograms of the target model
and the tracking result are analogous. Meanwhile, the histogram from target candidate region
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Figure 4. Target Histograms of the example in Fig. 3.

doi:10.1371/journal.pone.0116315.g004

and the other two are significantly different. It is proved that the presentation of the target in
the proposed method has strong distinctiveness.

Matching strategy: In this paper, the nearest neighbor ratio matching strategy [41] is
adopted for the features matching. For each featrue point in the target model region, its DAISY
descriptor has been matched with each featrue point in the target candidate region and the Eu-
clidean distances are computed. When the ratio of the minimum distance and the second mini-
mum one is less than a threshold value, which is usually set as 0.7, we consider the point with
the minimum distance is the corresponding point.

Location: The location of the tracking target can be obtained by the following function:

)
)

where m is the number of corresponding points and g(x) = K (x) is the derivative of the kernel

L x—c,
J PR et 4
thwjg H h
j=1
Ct - m j
§ :w X — 6
& h
j=1

function. »; = Z . ;sj(;(]) S[Idx(x}) — u] is the weight with each feature point.
u=1
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Scale strategy: A simple scale factor is computed by using pair-wise corresponding points
in the proposed method. Assuming that the scale changes between frames in anisotropic man-
ner, which means there are two scaling factors s,, s, presenting the x, y coordinate respectively.
Then they can be defined as:

FLE xdx—xx
Loy Y 19

1 —
ST X T XX

where k is the number of corresponding points, x' and x!_, are one pair of corresponding points
in two neighbor frames. Moreover, x!.x means the coordinate value of point x! in x-axis, the
combination between i and j is C;, therefore we set C, = 1/C; to compute the average value of
all of the scale factors. Meanwhile, s, can be computed using the same way.

Searching extending strategy: There are two reasons for the target being missing in the
tracking process. One is that the target moves too fast to stay in the target candidate region in
the current frame, the other is the partial or full occlusions. In our experiments, these situations
will result in that there is no detecting feature point or no corresponding point. In order to
solve this problem, the searching extending strategy is proposed in this paper. When the no
point situation occurs, the bandwidth of the original target candidate region becomes twice.
Then the feature points detected in the new candidate region are utilized to calculate the new
candidate histogram. It is an effective way to capture the fast moving target or to deal with the
partial occlusion. Moreover, if full occlusion occurs, the bandwidth of the region will keep the
same instead of changing larger to introduce errors.

Thus, the proposed mean shift based algorithm using DAISY descriptor for target tracking
can be listed as follows:

Algorithm 1: Mean shift based tracking algorithm using DAISY descriptor

while Loadvideo frame I., t=0, 1,2, ---, Ndo
if t=0 then
. Select target region Rymanually
. Extract FAST feature points and DAISY descriptor in Ry
. Cluster thedescriptors into Mbins using k-means algorithm
. UseEquation 15 to compute the target model histogram
end
else
5. step=0, extendFlag=_0
while step < MaxStepdo
6. step=step+1
7. Compute FAST feature points and DAISY descriptor in Ry,
8. Use Equation 16 to compute the target candidate histogram
9. Find out the corresponding points using the nearest neighbor ratio

Sw N e

matching strategy
if (No feature point ORNo corresponding point) AND extendFlag== 0 then
10. extendFlag=1
11. Update Ry-; using searchingextending strategy
12. Goto 7
end
13. Compute new target region center c,using Equation 17
if ||c. - ceo1| < e then
14 .break
end
15. Update Ry+_; according to c¢

PLOS ONE | DOI:10.1371/journal.pone.0116315 January 24,2015 10/19
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end
16. Compute scale factorusingEquation 18
17. Update new target bandwidth
18. Update new target region Ry
end
end

Experimental Results

In this paper, we collect 20 sequences containing different situations from published literature
[37,42-50]. All the datasets and the ground truth are available on these websites:

1. http://www.lanrongyi.com/data/dataset.zip [37];
2. http://www.visual-tracking.net/ [42].

These sequences contain the most challenging attributions in object tracking: partial occlu-
sion(OCC), illumination variation(IV), scale variations(SV), in-plane and out-of-plane rota-
tion(IPR and OPR), non-rigid object deformation(DEF), motion blur(MB), fast motion(FM),
background clutters(BC) and low resolution(LR) [42]. More details about the data are shown
in Table 2. In addition, the full occlusion is not considered in this paper because the mean shift
algorithm cannot deal with this situation [10].

The proposed algorithm is compared with the state-of-the-art tracking algorithms based on
mean shift, including KMS [10], EMshift [12], SOAMST [19] and CBWH [20]. Meanwhile,
several non-mean shift tracking algorithms are also involved in our experiments, which are
ASLA [51], SCM [52] and CT [53]. For a fair evaluation, parameters for the algorithms are left

Table 2. The information of 20 sequences. (Attributions: OCC—partial occlusion; IV—illumination variation; SV—scale variations; IPR—in-plane
rotation; OPR—out-of-plane rotation; DEF—non-rigid object deformation; MB—motion blur; FM—fast motion; BC—background clutters; LR—Ilow

resolution.)

Sequence Frame numbers Resolution Attributions Source
Basketball 725 576 x 432 IV, OCC, DEF, OPR, BC [46]
Board 461 640 x 480 SV, OCC, FM, MB, BC [47]
Boy 602 640 x 480 SV, MB, FM, IPR, OPR [42]
Car 86 320 x 204 BC, LR [37]
Caviar 382 384 x 288 SV, OCC, LR [44]
Couple 140 320 x 240 SV, DEF, FM, OPR, BC [48]
Crossing 120 360 x 240 SV, DEF, FM, OPR, BC [42]
Deer 71 704 x 400 MB, FM, IPR, BC, LR [46]
Doll 3872 400 x 300 IV, SV, OCC, IPR, OPR [42]
Football 74 352 x 288 IPR, OPR, BC [42]
Girl 500 128 x 96 SV, OCC, IPR, OPR [50]
Jumping Bile 352 x 288 MB, FM [48]
MountainBike 228 640 x 360 IPR, OPR, BC [49]
Occlusion 898 352 x 288 OocC [42]
Singer 351 624 x 352 IV, SV, OCC, OPR [46]
Subway 175 352 x 288 OCC, DEF, BC [42]
Sylvester 1344 320 x 240 IV, IPR, OPR [43]
Tiger 365 640 x 480 IV, OCC, DEF, MB, FM, IPR, OPR [45]
Walking 412 768 x 576 SV, OCC, DEF [42]
Walkman 104 276 x 206 SV, DEF, OPR [37]

doi:10.1371/journal.pone.0116315.t002
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in default as set by the authors. In our implementation of the proposed algorithm, we chose
FAST-9 (circular radius of 9) in feature points detection. Moreover, the number of clusters M
is set to 6 in all the experiments in this paper. We also limit the number of mean shift iterations
MaxStep, which is 15. It should be noted that the average number of iterations is about 3 in
practice. The proposed algorithm is implemented on a 1.6Ghz Intel(R) Pentium(R) PC and the
software environment is MATLAB.

Quantitative Evaluation

The performance of the above-mentioned algorithms is evaluated by using two criteria: the
center location error and the overlap rate, which are both computed against manually labeled
ground truth. Table 3 lists the average center location errors in pixels of each sequence, where a
smaller value means a more accurate result. In order to be more intuitive, the line charts of the
center location error of each sequence are shown in Fig. 5. The evaluation of overlap rate is de-
fined as:

area(R; N R;)

Overlap =
vertap area(R, UR,)

(19)
where the region Ry is the tracking result bounding box and the region Rg is the ground truth
one in each frame. Table 4 reports the average overlap rates, where a larger value means a better
result. Obviously, the proposed algorithm performs well against the mentioned state-of-the-art
methods.

Table 3. Average center location error (in pixel). The best two results are shown in Bold and /talics fonts.

Algorithms KMS [10] EMshift [12] SOAMST [19] CBWH [20] ASLA [51] SCM [52] CT [53] Our

Basketball 80.74 55.58 25.43 18.07 150.51 62.51 102.87 10.53
Board 4411 47 44.72 215 13.05 20.80 68.81 14.57
Boy 55.4 81.41 29.28 3.88 3.63 54.71 6.90 4.89
Car 46.04 38.54 9.78 2.87 3.04 4.82 5.42 2.35
Caviar 3.48 14.85 12.14 14.75 15.31 0.87 82.58 2.72
Couple 111.35 52.53 14.05 27.13 9.31 79.03 17.06 8.25
Crossing 34.05 4.16 30.25 5.79 1.69 1.44 2.48 4.63
Deer 74.83 83.46 45.18 10.76 8.47 10.8 17.74 7.20
Football 67.96 26.10 45.13 9.47 51.43 8.57 51.18 8.51
Doll 20.83 26.85 24.75 7.84 19:55 15.80 24.59 5.63
Girl 11.52 32.75 18.98 28.83 58.03 9.80 22.69 8.50
Jumping 54.26 46.24 85.10 105 4.65 3.91 52.82 5.40
MountainBike 22.05 77.37 190.8 10.60 126.48 10.24 219.43 9.18
Occlusion 32.13 20.67 20.47 22.53 747 4.13 35.69 12.24
Singer 49.37 87.11 75.4 31.63 3.23 5.88 15.76 12.30
Subway 129.65 131.12 39.54 13.59 4.16 4.04 11.65 5.43
Sylvester 24.84 30.01 37.99 22.45 10.58 24.67 53.87 8.11
Tiger 73.86 47.89 68.69 82.18 174.02 101.43 13.00 11.92
Walking 79.6 292.16 211.02 16.12 3.38 2.62 6.33 4.76
Walkman 71.84 34.88 33.86 16.15 6.45 7.30 7.68 8.39
Average 54.39 61.53 53.13 23.56 33.72 21.67 40.93 7.78

doi:10.1371/journal.pone.0116315.t003
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Figure 5. Quantitative evaluation in terms of center location error (in pixel).
doi:10.1371/journal.pone.0116315.g005
Table 4. Average overlap rate. The best two results are shown in Bold and /talics fonts.
Algorithms KMS [10] EMshift [12] SOAMST [19] CBWH [20] ASLA [51] SCM [52] CT [53] Our
Basketball 0.25 0.33 0.42 0.74 0.06 0.23 0.2 0.66
Board 0.5 0.29 0.32 0.65 0.76 0.64 0.37 0.72
Boy 0.29 0.1 0.28 0.74 0.77 0.37 0.65 0.73
Car 0.21 0.14 0.09 0.75 0.77 0.72 0.59 0.74
Caviar 0.72 0.12 0.08 0.57 0.44 0.91 0.21 0.77
Couple 0.06 0.08 0.36 0.43 0.65 0.09 0.57 0.68
Crossing 0.09 0.39 0.18 0.67 0.79 0.76 0.70 0.70
Deer 0.13 0.1 0.22 0.66 0.64 0.59 0.04 0.71
Football 0.25 0.25 0.26 0.56 0.60 0.79 0.42 0.71
Doll 0.25 0.15 0.26 0.61 0.42 0.50 0.15 0.68
Girl 0.28 0.29 0.34 0.35 0.12 0.69 0.26 0.64
Jumping 0.08 0.03 0.02 0.07 0.72 0.73 0.05 0.68
MountainBike 0.44 0.08 0.03 0.65 0.41 0.68 0.14 0.64
Occlusion 0.23 0.47 0.38 0.65 0.80 0.86 0.42 0.62
Singer 0.07 0.1 0.16 0.34 0.74 0.71 0.36 0.58
Subway 0.11 0.13 0.2 0.55 0.71 0.70 0.58 0.69
Sylvester 0.26 0.11 0.06 0.52 0.63 0.52 0.29 0.68
Tiger 0.16 0.12 0.19 0.14 0.17 0.09 0.59 0.66
Walking 0.19 0.07 0.06 0.48 0.71 0.69 0.56 0.69
Walkman 0.08 0.2 0.18 0.53 0.67 0.68 0.61 0.64
Average 0.23 0.18 0.2 0.53 0.58 0.60 0.39 0.68
doi:10.1371/journal.pone.0116315.t004
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Qualitative Evaluation

All the sequences involve at least one critical challenge. Thus, we divide all the sequences into
six groups according to their main challenge and qualitatively evaluate the tracking results of
these sequences in six different ways as follows.

Experiments on the data with partial occlusion: Occlusion is one of the most general crucial
problems in tracking issue. We test the algorithms on 3 sequences with target occlusion. From
the results of the Occlusion sequence shown in Fig. 5, the KMS algorithm becomes worse when
the occlusion area gets bigger, and the size of bounding box decreases with the increasing of
the occlusion area. This can be explained that the color of the skin takes a large part in the
color based histogram in this sequence. Meanwhile, the scale strategy in KMS is to choose the
best one in 3 times calculations of 10% scale changing. This is the reason why the bounding
box decreasing. The CBWH algorithm performs quite well when occlusion area is not bigger
than half of the face. But it begins to lose the target when more than half of the face is occluded.
In the Caviar sequence, the target is occluded by two people one after another. The SOAMST
and the ASLA algorithms are influenced by the man who is parallel to the target. Meanwhile,
the CBWH is affected by the reflections on the floor and the bounding box drifts upward obvi-
ously. Furthermore, the KMS, SCM and our algorithm can track the target well after the occlu-
sion. Nevertheless our method can get a better result in quantitative value. In the Subway
sequence, the target is a man who wears dark clothes and walks from left to right of the scene.
During the process, the man is occluded by several people. It can be observed in Fig. 5 that all
the mean shift based algorithms lost the target in the procedure except ours. The proposed
method can accurately locate the targets as our target location is computed by the correspond-
ing feature points by image matching. In addition, the SCM and ASLA methods also achieve
good performance in most cases since both of them contain part based representations with
overlapping patches.

Experiments on the data with illumination variations: We test several sequences (Singer,
Sylvester, Tiger) with dramatic illumination change. In the Singer sequence, the light of the
scene changes dramatically and the camera is pulling away from the stage. Most of the mean
shift based algorithms fail to track when the light changes. In contrast, our method achieves
satisfactory performance in this sequence. However, it also appeared some jitter because it can-
not detect enough feature points in the process of illumination change. In the Sylvester se-
quence, the target is a toy cat being waved through the light intermittently. Moreover, the
target is rotated by the man at times. As shown in Fig. 5, the EMshift and SOAMST are failed
in the beginning and the bounding box becomes larger and larger as the tracking goes. The
CBWH algorithm can handle with this situation until frame 1100 and the target is lost in a
dark place. Both the ASLA algorithm and ours can successfully track the target over the whole
sequence. However, our method shows outstanding performance obviously both in center
error and overlap rate. This can be explained that distinguishing descriptor in our feature ex-
traction strategy and the matching ability of DAISY descriptor in light change are quite robust.
The same problem is more obvious in the Tiger sequence which is similar to the Sylvester se-
quence. The target is a toy tiger which is waved around the light and hidden behind the plant at
times. Besides, occlusion and abrupt motion both occur in this sequence, all the other algo-
rithms are not able to track the target well. In contrast, the CT and the proposed algorithm
track the target successfully for the entire sequence. Moreover, our tracker outperforms the
other methods in all the metrics. The principal reason is that we use the searching extending
strategy to cope with the fast moving target.

Experiments on the data with in-plane or out-of-plane rotation: The target in Mountain-
bike sequence is a man riding a bike from right to left. In the whole process, the man jumps in
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the air, then rotate his body and land in the end. Only the CBWH, SCM and the proposed algo-
rithm can be successful in tracking the target in the whole sequence. In the Couple sequence,
the target moves fast and rotates in the process. The KMS and EMShift methods lost the target
in the beginning. Notice that the other algorithms drift to the car near the target (e.g., frame
91) except the SCM and our method. Then, when the target near the car, the SCM algorithm
does not catch the target neither. The proposed method performs well for the target with non-
rigid pose variation and out-of-plane rotation in this sequence. It can be attributed to the fact
that the histogram of our tracker is based on local features which are robust. The Girl sequence
consists of both in-plane and out-of-plane rotations. Only the SCM and the proposed method
success in tracking the target and the other algorithms fail when the girl rotates her head. Com-
pared with the SCM algorithm, our tracker drifts upward when the girl back to us. Because
there is no histogram update scheme in our method, only the feature points of the head silhou-
ette can be utilized in that case. This will be a focus of future work.

Experiments on the data with scale variations: In the Walking sequence, the KMS, EMShift
and SOAMST methods fail to track the target due to their scale strategies. The other algorithms
can handle with this sequence. The Walkman sequence shows a man walks in the scene with
scale variation and out-of-plane rotation. It can be seen from the samples in Fig. 5 that our
tracking results are accurately located on the true target without drift. In addition, the CBWH
and the non-mean shift based algorithms can also track the target well. The Doll sequence is
quite long and has 3872 frames. Similar to the Sylvester sequence, the target is held by a man
and waved with occlusion, rotation and scale variation. The CBWH, SCM and our method
achieve stable performance in the entire sequence. Thus, it is proved that our method is robust
to deal with the long time tracking as well as the state-of-the-art algorithms.

Experiments on the data with motion blur and fast moving: Generally, the targets with mo-
tion blur and fast moving are hard to catch in object tracking. The first testing data is the Deer
sequence, where the target is a jumping deer’s head among a lot of deer. Most tracking algo-
rithms are not able to follow the target at the beginning of this sequence because the target ob-
ject is almost indistinguishable and moves fast. The CBWH, ASLA, SCM and our algorithm
successfully track the target object throughout the entire sequence. However, as shown in
Fig. 5, frame 30 and 56 show that the CBWH method mistakenly locates a similar deer head
instead of the correct one. The reason is that the CBWH method based on color histogram can-
not distinguish the target from the similar background. In addition, the proposed algorithm
achieves low tracking error and high overlap rate due to that its histogram is created by distin-
guishing feature points. In the Boy, Football and Jumping sequences, it is difficult to predict
the locations of the tracked objects when they undergo abrupt and fast motion. We can see that
the CBWH method successes in tracking the target in both the Boy and the Football sequences.
But it fails in the Jumping sequence. Meanwhile, for the non-mean shift based methods, their
local features and update strategy can help them to deal with this situation. However, only the
proposed method successfully keeps track of the targets in all the sequences. It can be attributed
to our DAISY feature which can get good matching result in blurred images and the searching
extending strategy which can deal with the fast moving object.

Experiments on the data with background clutters: The Board sequence is challenging be-
cause the target is blurred with rotation and the background is cluttered. Our method performs
well in this sequence as the target can be differentiated from the cluttered background due to
our feature points based histogram. In addition, the scale strategy is successful in estimating
the actual scale of the target. The Basketball sequence is difficult to track because there are 4
more players wearing the same jerseys as the target. Meanwhile, the target is occluded by the
other players or the referee and the flashlight also occurs in the scene (e.g., frame 678). It can
be seen from frame 484, 561 and 678, that all the other algorithms drift to another player when
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Table 5. Average running time. (Code: M—Matlab; MC—Matlab with C/C++ MEX files)

Algorithms KMS [10] EMshift [12] SOAMST [19] CBWH [20] ASLSA [51] SCM [52] CT[53] our
Code M M M M MC MC MC M
FPS 5.18 9.65 7.40 113.37 2.50 0.42 141.24 9.80

doi:10.1371/journal.pone.0116315.t005

the target undergoes the occlusion or illumination variation. In contrast, the proposed method
is able to track the right target accurately in the entire sequence due to the discriminative fea-
tures and the mean shift iteration process. The Car and the Crossing sequences are similar, and
the sequences are parts of traffic surveillance videos. In both sequences, the targets are incon-
spicuous as they are indistinguishable from the background. These experiments also test the
ability of algorithms for tracking the low contrast targets. For the non-mean shift based meth-
ods, they all perform quite well in these sequences. For the mean shift based algorithms, al-
though the motion trails of the targets are very simple, the KMS algorithm cannot distinguish
the target from the similar background and fails to track. The same problem happens to the
EMShift and the SOAMST algorithms. The CBWH method can track the target in both se-
quences because it uses the corrected background weighting histogram to make its histogram
more distinguished. Meanwhile, the proposed method works stably and has a good perfor-
mance in this situation.

Running-time Evaluation

We also measure the speed of the algorithms using the average processing frames per second.
Note that the algorithms are not implemented in the same language(some using MATLAB
with MEX files, some using pure MATLAB) which may bias the speed measurement towards
the more efficient programming language. Here we compare all the algorithms mentioned
above and show the results in Table 5. The results are calculated from all the 20 sequences on a
1.6GHz Intel(R) Pentium(R) PC. It can be seen from Table 5 that our algorithm cannot archive
the real-time request (24 FPS), but it runs faster than several state-of-the-art methods using the
same coding environment.

Conclusion

In this paper, we propose a novel mean shift based algorithm in video target tracking. First, we
use the FAST detector and DAISY descriptor to extract the image features, then utilize them to
create the target model histogram and the target candidate histogram. Both the histograms are
then computed iteratively in the mean shift process to locate the object. Experimental results
compared with several state-of-the-art methods on challenging sequences demonstrate the ef-
fectiveness and robustness of the proposed algorithm. In addition, our method can deal with
the target appearance change which is not drastic. However, it is difficult to keep on tracking
without the histogram update scheme when the target totally changed. Thus, the focus of our
tuture work is introducing the histogram update strategy. Meanwhile, solving the full occlusion
problem is also our plan for the next step.

Author Contributions

Conceived and designed the experiments: NL QS DX. Performed the experiments: NL QC. An-
alyzed the data: NL QS ZJ. Contributed reagents/materials/analysis tools: NL QS ZJ. Wrote the
paper: NL QC ZJ.

PLOS ONE | DOI:10.1371/journal.pone.0116315 January 24,2015 16/19



@’PLOS | ONE

A Novel Tracking Algorithm via Feature Points Matching

References

1.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21,

22.

23.

Haritaoglu |, Harwood D, Davis LS (2000) Real-time surveillance of people and their activities. Pattern
Analysis and Machine Intelligence, IEEE Transactions on 22: 809—830. doi: 10.1109/34.868683

Ferryman JM, Maybank SJ, Worrall AD (2000) Visual surveillance for moving vehicles. International
Journal of Computer Vision 37:187-197. doi: 10.1023/A:1008155721192

Avidan S (2004) Support vector tracking. Pattern Analysis and Machine Intelligence, IEEE Transac-
tions on 26: 1064—1072. doi: 10.1109/TPAMI.2004.53

LiY,MaS, Lu H (1998) Human posture recognition using multi-scale morphological method and kal-
man motion estimation. In: Pattern Recognition, 1998. Proceedings. Fourteenth International Confer-
ence on. IEEE, volume 1, pp. 175-177.

Wu Z, Hristov NI, Kunz TH, Betke M (2009) Tracking-reconstruction or reconstruction-tracking? com-
parison of two multiple hypothesis tracking approaches to interpret 3d object motion from several
camera views. In: Motion and Video Computing, 2009. WMVC’09. Workshop on. IEEE, pp. 1-8. doi:
10.1109/WMVC.2009.5399245

Oikonomidis I, Kyriazis N, Argyros AA (2011) Efficient model-based 3d tracking of hand articulations
using kinect. In: BMVC. pp. 1-11.

Fukunaga K, Hostetler L (1975) The estimation of the gradient of a density function, with applications
in pattern recognition. Information Theory, IEEE Transactions on 21: 32—40. doi: 10.1109/TIT.1975.
1055330

Cheng Y (1995) Mean shift, mode seeking, and clustering. Pattern Analysis and Machine Intelligence,
IEEE Transactions on 17:790-799. doi: 10.1109/34.400568

Comaniciu D, Ramesh V, Meer P (2000) Real-time tracking of non-rigid objects using mean shift. In:
Computer Vision and Pattern Recognition, 2000. Proceedings. IEEE Conference on. IEEE, volume 2,
pp. 142-149. doi: 10.1109/CVPR.2000.854761

Comaniciu D, Ramesh V, Meer P (2003) Kernel-based object tracking. Pattern Analysis and Machine
Intelligence, IEEE Transactions on 25: 564-577. doi: 10.1109/TPAMI.2003.1195991

Collins RT (2003) Mean-shift blob tracking through scale space. In: Computer Vision and Pattern
Recognition, 2003. Proceedings. 2003 IEEE Computer Society Conference on. IEEE, volume 2,
pp. 11-234.

Zivkovic Z, Krose B (2004) An em-like algorithm for color-histogram-based object tracking. In: Com-
puter Vision and Pattern Recognition, 2004. CVPR 2004. Proceedings of the 2004 IEEE Computer
Society Conference on. IEEE, volume 1, pp. |-798.

Birchfield ST, Rangarajan S (2005) Spatiograms versus histograms for region-based tracking. In:
Computer Vision and Pattern Recognition, 2005. CVPR 2005. IEEE Computer Society Conference
on. IEEE, volume 2, pp. 1158-1163.

Jeyakar J, Babu RV, Ramakrishnan K (2008) Robust object tracking with background-weighted local
kernels. Computer Vision and Image Understanding 112: 296-309. doi: 10.1016/j.cviu.2008.05.005
Peng NS, Yang J, Liu Z (2005) Mean shift blob tracking with kernel histogram filtering and hypothesis
testing. Pattern Recognition Letters 26: 605-614. doi: 10.1016/j.patrec.2004.08.023

Leichter | (2012) Mean shift trackers with cross-bin metrics. Pattern Analysis and Machine Intelli-
gence, |IEEE Transactions on 34: 695-706. doi: 10.1109/TPAMI.2011.167 PMID: 21844621

Zhao Q, Brennan S, Tao H (2007) Differential emd tracking. In: Computer Vision, 2007. ICCV 2007
IEEE 11th International Conference on. IEEE, pp. 1-8.

Zhao Q, Yang Z, Tao H (2010) Differential earth mover’s distance with its applications to visual track-
ing. Pattern Analysis and Machine Intelligence, IEEE Transactions on 32:274-287. doi: 10.1109/
TPAMI.2008.299 PMID: 20075458

Ning J, Zhang L, Zhang D, Wu C (2012) Scale and orientation adaptive mean shift tracking. Computer
Vision, IET 6:52—-61. doi: 10.1049/iet-cvi.2010.0112

Ning J, Zhang L, Zhang D, Wu C (2012) Robust mean-shift tracking with corrected background-
weighted histogram. Computer Vision, IET 6: 62—69. doi: 10.1049/iet-cvi.2009.0075

Lowe DG (2004) Distinctive image features from scale-invariant keypoints. International journal of
computer vision 60: 91-110. doi: 10.1023/B:VISI.0000029664.99615.94

Bay H, Tuytelaars T, Van Gool L (2006) Surf: Speeded up robust features. In: Computer Vision—
ECCV 2006, Springer. pp.404-417.

Zhou H, Yuan'Y, Shi C (2009) Object tracking using sift features and mean shift. Computer Vision and
Image Understanding 113: 345-352. doi: 10.1016/j.cviu.2008.08.006

PLOS ONE | DOI:10.1371/journal.pone.0116315 January 24,2015 17/19


http://dx.doi.org/10.1109/34.868683
http://dx.doi.org/10.1023/A:1008155721192
http://dx.doi.org/10.1109/TPAMI.2004.53
http://dx.doi.org/10.1109/WMVC.2009.5399245
http://dx.doi.org/10.1109/TIT.1975.1055330
http://dx.doi.org/10.1109/TIT.1975.1055330
http://dx.doi.org/10.1109/34.400568
http://dx.doi.org/10.1109/CVPR.2000.854761
http://dx.doi.org/10.1109/TPAMI.2003.1195991
http://dx.doi.org/10.1016/j.cviu.2008.05.005
http://dx.doi.org/10.1016/j.patrec.2004.08.023
http://dx.doi.org/10.1109/TPAMI.2011.167
http://www.ncbi.nlm.nih.gov/pubmed/21844621
http://dx.doi.org/10.1109/TPAMI.2008.299
http://dx.doi.org/10.1109/TPAMI.2008.299
http://www.ncbi.nlm.nih.gov/pubmed/20075458
http://dx.doi.org/10.1049/iet-cvi.2010.0112
http://dx.doi.org/10.1049/iet-cvi.2009.0075
http://dx.doi.org/10.1023/B:VISI.0000029664.99615.94
http://dx.doi.org/10.1016/j.cviu.2008.08.006

@’PLOS | ONE

A Novel Tracking Algorithm via Feature Points Matching

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.
47.

48.

Haner S, Gu | (2010) Combining foreground/background feature points and anisotropic mean shift for
enhanced visual object tracking. In: Pattern Recognition (ICPR), 2010 20th International Conference
on. IEEE, pp. 3488-3491.

Zhang JY, Wu HY, Chen S, Xia DS (2011) The target tracking method based on camshift algorithm
combined with sift. Advanced Materials Research 186: 281-286. doi: 10.4028/www.scientific.net/
AMR.186.281

Rosten E, Drummond T (2006) Machine learning for high-speed corner detection. In: Computer Vi-
sion—ECCV 2006, Springer. pp. 430—443.

Mair E, Hager GD, Burschka D, Suppa M, Hirzinger G (2010) Adaptive and generic corner detection
based on the accelerated segment test. In: Computer Vision—-ECCV 2010, Springer. pp. 183-196.

Calonder M, Lepetit V, Strecha C, Fua P (2010) Brief: Binary robust independent elementary features.
In: Computer Vision—ECCV 2010, Springer. pp. 778-792.

Leutenegger S, Chli M, Siegwart RY (2011) Brisk: Binary robust invariant scalable keypoints. In: Com-
puter Vision (ICCV), 2011 IEEE International Conference on. IEEE, pp. 2548-2555.

Rublee E, Rabaud V, Konolige K, Bradski G (2011) Orb: an efficient alternative to sift or surf. In: Com-
puter Vision (ICCV), 2011 IEEE International Conference on. IEEE, pp. 2564-2571.

Alahi A, Ortiz R, Vandergheynst P (2012) Freak: Fast retina keypoint. In: Computer Vision and Pattern
Recognition (CVPR), 2012 IEEE Conference on. IEEE, pp. 510-517.

Tola E, Lepetit V, Fua P (2010) Daisy: An efficient dense descriptor applied to wide-baseline stereo.
Pattern Analysis and Machine Intelligence, IEEE Transactions on 32: 815-830. doi: 10.1109/TPAMI.
2009.77 PMID: 20299707

Zhang J, Marsza lek M, Lazebnik S, Schmid C (2007) Local features and kernels for classification of
texture and object categories: A comprehensive study. International journal of computer vision 73:
213-238. doi: 10.1007/s11263-006-9794-4

Heinly J, Dunn E, Frahm JM (2012) Comparative evaluation of binary features. In: Computer Vision-
ECCV 2012, Springer. pp. 759-773.

Guo 'Y, Zeng H, Mu ZC, Zhang F (2010) Rotation-invariant daisy descriptor for keypoint matching and
its application in 3d reconstruction. In: Signal Processing (ICSP), 2010 IEEE 10th International Con-
ference on. IEEE, pp. 1198—-1201.

Tola E, Lepetit V, Fua P (2008) A fast local descriptor for dense matching. In: Computer Vision and
Pattern Recognition, 2008. CVPR 2008. IEEE Conference on. IEEE, pp. 1-8.

Luo N, Xu H, Xia D (2012) An improved approach to video target tracking based on mean shift. In:
Systems and Computer Science (ICSCS), 2012 1st International Conference on. IEEE, pp. 1-6.
Kailath T (1967) The divergence and bhattacharyya distance measures in signal selection. Communi-
cation Technology, IEEE Transactions on 15: 52—-60. doi: 10.1109/TCOM.1967.1089532

Comaniciu D, Meer P (2002) Mean shift: A robust approach toward feature space analysis. Pattern
Analysis and Machine Intelligence, IEEE Transactions on 24: 603—619. doi: 10.1109/34.1000236

Fischer J, Ruppel A, Weisshardt F, Verl A (2011) A rotation invariant feature descriptor o-daisy and its
fpga implementation. In: Intelligent Robots and Systems (IROS), 2011 IEEE/RSJ International Confer-
ence on. IEEE, pp. 2365-2370.

Mikolajczyk K, Schmid C (2005) A performance evaluation of local descriptors. Pattern Analysis and
Machine Intelligence, IEEE Transactions on 27: 1615-1630. doi: 10.1109/TPAMI.2005.188

Wu'Y, Lim J, Yang MH (2013) Online object tracking: A benchmark. In: Computer Vision and Pattern
Recognition (CVPR), 2013 IEEE Conference on. IEEE, pp. 2411-2418.

Ross DA, Lim J, Lin RS, Yang MH (2008) Incremental learning for robust visual tracking. International
Journal of Computer Vision 77: 125—-141. doi: 10.1007/s11263-007-0075-7

Caviar poject. http://homepages.inf.ed.ac.uk/rbf/CAVIAR/. [Online; accessed 11-July-2003].

Dinh TB, Medioni G (2011) Co-training framework of generative and discriminative trackers with par-
tial occlusion handling. In: Applications of Computer Vision (WACV), 2011 IEEE Workshop on. IEEE,
pp. 642-649.

Kwon J, Lee KM (2010) Visual tracking decomposition. In: CVPR. pp. 1269-1276.

Santner J, Leistner C, Saffari A, Pock T, Bischof H (2010) PROST Parallel Robust Online Simple

Tracking. In: IEEE Computer Society Conference on Computer Vision and Pattern Recognition
(CVPR). San Francisco, CA, USA.

Kalal Z, Mikolajczyk K, Matas J (2012) Tracking-learning-detection. Pattern Analysis and Machine In-
telligence, IEEE Transactions on 34: 1409-1422. doi: 10.1109/TPAMI.2011.239

PLOS ONE | DOI:10.1371/journal.pone.0116315 January 24,2015 18/19


http://dx.doi.org/10.4028/www.scientific.net/AMR.186.281
http://dx.doi.org/10.4028/www.scientific.net/AMR.186.281
http://dx.doi.org/10.1109/TPAMI.2009.77
http://dx.doi.org/10.1109/TPAMI.2009.77
http://www.ncbi.nlm.nih.gov/pubmed/20299707
http://dx.doi.org/10.1007/s11263-006-9794-4
http://dx.doi.org/10.1109/TCOM.1967.1089532
http://dx.doi.org/10.1109/34.1000236
http://dx.doi.org/10.1109/TPAMI.2005.188
http://dx.doi.org/10.1007/s11263-007-0075-7
http://homepages.inf.ed.ac.uk/rbf/CAVIAR/
http://dx.doi.org/10.1109/TPAMI.2011.239

@‘PLOS | ONE

A Novel Tracking Algorithm via Feature Points Matching

49.

50.

51.

52.

53.

Godec M, Roth PM, Bischof H (201 1) Hough-based tracking of non-rigid objects. In: Proc. Int. Conf.
on Computer Vision.

Birchfield S (1998) Elliptical head tracking using intensity gradients and color histograms. In: Comput-
er Vision and Pattern Recognition, 1998. Proceedings. 1998 IEEE Computer Society Conference on.
IEEE, pp. 232-237.

Jia X, Lu H, Yang MH (2012) Visual tracking via adaptive structural local sparse appearance model.
In: Computer Vision and Pattern Recognition (CVPR), 2012 IEEE Conference on. IEEE, pp. 1822—
1829.

Zhong W, Lu H, Yang MH (2012) Robust object tracking via sparsity-based collaborative model. In:
Computer Vision and Pattern Recognition (CVPR), 2012 IEEE Conference on. IEEE, pp. 1838—1845.

Zhang K, Zhang L, Yang MH (2012) Real-time compressive tracking. In: Computer Vision-ECCV
2012, Springer. pp. 864-877.

PLOS ONE | DOI:10.1371/journal.pone.0116315 January 24,2015 19/19




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


