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Abstract

Information acquisition, the gathering and interpretation of sensory information, is a basic function of mobile organisms.
We describe a new method for measuring this ability in humans, using free-recall responses to sensory stimuli which are
scored objectively using a ‘‘wisdom of crowds’’ approach. As an example, we demonstrate this metric using perception of
video stimuli. Immediately after viewing a 30 s video clip, subjects responded to a prompt to give a short description of the
clip in natural language. These responses were scored automatically by comparison to a dataset of responses to the same
clip by normally-sighted viewers (the crowd). In this case, the normative dataset consisted of responses to 200 clips by 60
subjects who were stratified by age (range 22 to 85y) and viewed the clips in the lab, for 2,400 responses, and by 99
crowdsourced participants (age range 20 to 66y) who viewed clips in their Web browser, for 4,000 responses. We compared
different algorithms for computing these similarities and found that a simple count of the words in common had the best
performance. It correctly matched 75% of the lab-sourced and 95% of crowdsourced responses to their corresponding clips.
We validated the measure by showing that when the amount of information in the clip was degraded using defocus lenses,
the shared word score decreased across the five predetermined visual-acuity levels, demonstrating a dose-response effect
(N= 15). This approach, of scoring open-ended immediate free recall of the stimulus, is applicable not only to video, but also
to other situations where a measure of the information that is successfully acquired is desirable. Information acquired will
be affected by stimulus quality, sensory ability, and cognitive processes, so our metric can be used to assess each of these
components when the others are controlled.
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Introduction

Mobile organisms are continually gathering information about

their environment, and acting on it. The information arrives via

sensory organs, such as eyes and ears, and must then be processed

to derive usable facts about the world. This process is limited not

only by the fidelity of the information source, but also by the

organism’s sensory and cognitive processing ability. Since these

sources of error jointly determine the organism’s functional

capabilities, there is a pressing need for performance metrics of

information acquisition. Existing approaches have focused on each

of these stages in isolation, e.g. with computational models of

information quality [1–3], sensory function estimates [4,5] and

cognitive assessments [6,7], without considering the overall ability

of the individual. Here we present a method for assessing

acquisition and processing of information in humans, using free-

recall reportage and a ‘‘wisdom of crowds’’ [8] approach to

objectively measure the valid content of that reportage. While our

application assesses vision, and visual stimulus quality, the high

level nature of the task means that the approach also assesses

cognitive functioning. Therefore, while the approach does not

inherently diagnose the source of any impairment in acquiring

information from sensory input, it can be made more specific

through elimination of possibilities using other tests.

This method could be used with high-level perception in any

sensory modality, but we developed it in our search for an

objective metric for video quality. In particular, as a method for

assessing the benefit of image enhancement for people with vision

loss. Modern digital image processing has the potential to modify

images to make them more visible to people with vision

impairment. It is increasingly feasible to apply such modifications

to video in real time, which could improve the accessibility of

television and movies. However, there is a lack of well-established,

objective techniques for evaluating the potential benefit of image

enhancement [9]. Apart from approaches that use computer

models of the human visual system [10–13], the most common

methods for estimating video quality are side-by-side comparisons

of videos [14,15], judgments of video quality on a rating scale [16–

19], and observations of whether participants choose to set some

PLOS ONE | www.plosone.org 1 April 2014 | Volume 9 | Issue 4 | e93251

http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1371/journal.pone.0093251&domain=pdf


level of enhancement rather than no enhancement when given the

ability to adjust the amount of enhancement [17,20].

A limitation of these methods is that they rely only on subjective

impressions of video quality, and do not include direct assessment

of whether an enhancement aids performance. In the domain of

watching video for recreation (e.g. television), it is difficult to define

what constitutes task performance. This, despite TV watching

being an activity to which many adults devote a significant portion

of their leisure time, find a benefit from as a source of relaxation,

use as a way to spend time with other people, and learn from

about the world and their community. A potential objective

approach to assessing TV watching is to measure the quantity and

accuracy of information that is acquired by the viewer while

watching. Most aspects of vision (e.g. contrast sensitivity, colour

vision, perception of fine detail, figure-ground segregation, and

face recognition) are engaged when watching a TV program, and

if any of these abilities are degraded, information acquisition will

be affected. Similarly, degrading or enhancing (in an effective way)

the video may also be able to affect information acquisition.

Although people more often watch TV for enjoyment than

specifically to acquire information (e.g. news), here we are

considering the relevant information to be any content that needs

to be understood to follow and appreciate the content of the video.

That information could include the identity of the people on

screen, facial expressions or the nature of the setting, without

which the viewing experience may not be coherent or pleasurable.

For a short video, much of the information that is acquired should

be available to the viewer to report immediately after viewing.

In the related domain of reading comprehension, many studies

have attempted to measure information acquisition from reading

material, using multiple choice questions, replacement of deleted

words, or immediate free recall [21,22]. The free-recall approach,

of having subjects describe what they have just read in their own

words, has been advocated on the basis that it reflects correct

grammatical interpretations [22], and that it is much less

susceptible to guessing than multiple choice questions [23].

Natural-language responses are scored according to the amount

of correct content from the passage, typically using a rubric

created by the experimenters. Scores have been found to correlate

with the stimulus quality, as manipulated by adding optical

distortion to the image of the text [21]. In the context of eyewitness

reportage of a short crime video, methods that included a free-

recall component have been employed, with responses scored

using a rubric developed by the experimenters that counted

‘‘attributes’’ in the response [24,25].

Two studies that directly measured information acquisition in

the domain of video used quizzes about the content of TV episodes

developed from the corresponding Assistive Description scripts

[26,27]. In those studies, subjects answered two-choice questions

about a 10-minute video segment. Though a small benefit of the

video enhancement for the people with vision impairment was

demonstrated, the authors noted that the baseline performance

level of over 70% correct may have led to a ceiling effect. In

another study on the effects of video quality on information

acquisition, in the context of distance learning by video

conferencing, quizzes did not detect any differences due to video

degradation [28]. These results agree with the reading compre-

hension literature regarding the limited value of quizzes, due to

lack of sensitivity and difficulty of construction. The subjective

decisions that go into choosing quiz questions are also a concern.

Our solution to the need for objective and unbiased evaluation

of the content of a natural-language response involves presentation

of the stimulus to a suitable group of people to generate a reference

dataset. A new response to that stimulus is then compared to these

‘‘normal’’ responses. The comparison is made using an objective

approach that can be broadly categorized as computational

linguistics, though the most successful algorithm that we have

identified so far is surprisingly simple.

As an illustration of this new information acquisition metric, we

describe its use for video stimuli: 30 s segments from Hollywood

films and documentaries. In response to an open-ended prompt

immediately after viewing, subjects gave a natural-language

description of what they could recall about the video clip.

Automated scoring algorithms were evaluated, and we report an

experiment which validated the method using artificially degraded

vision.

Automated Scoring of Natural-language Descriptions
Free-recall methods for measuring information acquisition, such

as those used in reading comprehension, typically score the

responses using a manual coding system [29–31]. In one scoring

system [31], coders compare the response to the original passage

to count the number of concept words and concept-linking words

they have in common, resulting in a final score in terms of ‘‘idea

units’’, which are similar to the ‘‘attributes’’ used when scoring

crime video responses [24,25]. However, these systems require

trained coders, and take a great deal of time [32]. Bernhardt [29]

estimated up to 10 minutes per response, while Heinz [33] found

that manual scoring took 3 minutes per response. This is in

addition to the time required to construct and validate rubrics for

specific stimuli. There is always the risk that the observers have a

different perception of the meaning of the stimulus than the

experimenter constructing the rubric (e.g. factors such as gender,

age or race). Finally, at least a subset of the responses, if not all,

must be scored at least twice by different individuals to establish

inter-rater reliability.

Therefore, rather than scoring the free-recall descriptions of the

video clips manually using one of these systems, we developed an

automated scoring strategy. Our algorithms compare responses to

a normative dataset of responses to the same video clips. This

approach is similar to one that has been used to evaluate machine

translations [34], and to automatically grade student papers [35].

In those studies, responses were scored by comparison to at least

one ‘‘gold standard’’ response, with greater similarity being taken

to indicate higher quality content.

For most media clips, a gold standard is not available, and the

development and validation of a gold standard would require

significant experimental effort, while still being subject to bias

towards the experimenters’ expectations. In the present study, we

compare a response to many normative responses, to allow for a

range of valid types of responses that are criterion-free. We

establish a distribution of standard responses by collecting the

natural language responses of a sample of unbiased viewers. In this

distribution, some details will be mentioned by most viewers,

whereas other details will be mentioned only by a minority of

viewers. If a video modification, or an impairment of vision, leads

to the acquisition of less information or to erroneous inferences,

then the responses should be less similar to the response

distribution from normally-sighted viewers for the same video

clip, just as student papers that contain less correct knowledge will

be scored lower using the comparison approach. When the

normative dataset is sufficiently large, some concepts will be

mentioned repeatedly, presumably because they are important,

and this can be used to weight the scoring. Also, in a large

normative dataset, less prominent features of the clip are more

likely to be mentioned at least once, which gives a basis for

recognizing these features in new responses and thereby avoiding

penalizing less common responses.

Measure Information Acquisition with Descriptions
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For the purpose of this scoring method, we collected a large set

of free-recall descriptions of the video clips from normally-sighted

individuals who came into the lab (lab-sourced). There were 60

lab-sourced participants, with equal numbers of men and women

in three equally sized age groups: under 60 years old, 60–70 y, and

greater than 70 y. They all had binocular visual acuity better than

or equal to 20/30, no ocular conditions in their self-reported

ophthalmic history, and healthy retinas (assessed using fundus

photography). We selected 200 video clips of 30 s duration from

Hollywood films and TV programs, representing the genres

Cartoon, Documentary/Nature, and Drama/Other (40, 40, and

120 clips respectively). Clips were presented with audio, but

participants were instructed not to comment on it. Participants

saw 40 clips each, leading to 2,400 responses in total, or 12

responses per video clip across all 60 participants. On completion

of each video clip, the subject saw two prompts, ‘‘Describe this

movie clip in a few sentences, as if to someone who has not seen it’’

and ‘‘Is there any other detail you want to mention?’’ The audio

recordings of the two responses were concatenated to make a

single response per video per participant. The responses were

automatically transcribed using the speech recognition program

MacSpeech Scribe (Nuance Communications, Burlington, MA,

USA). We pilot tested the built-in speech recognition function of

the Apple iPad 2 (Apple, Cupertino, CA, USA) for this purpose,

but found it to be too limited both in its accuracy and its 90 s

maximum recording time. These transcriptions were then

corrected by workers on Amazon Mechanical Turk, 112

individuals in all, who listened to the audio and edited the text

to match it. Although spot inspection suggested that the accuracy

of spelling was high for these transcript editors, there were still

occasional mistakes, such as confusing ‘‘dessert’’ and ‘‘desert’’.

As described in detail in Saunders, Bex and Woods [36], we also

collected a separate set of natural-language video descriptions

from Amazon Mechanical Turk workers (crowdsourced), with the

same prompt and the same video clips. In this dataset, there were

20 responses per video clip rather than 12, and the demographics

of the sample (N=99) were not controlled. However, we did

collect self-reported demographic information, and the reported

median age was 35 y (range 20–66 y), with 63% of the workers

female.

Comparison of Scoring Algorithms
We considered several algorithms for scoring the responses, all

based on computing the similarity of responses to the normative

responses to the same video clip, such that greater similarity

corresponded to a better score. The evaluation used a take-one-out

procedure: for each response in the normative dataset, we

removed it from the dataset (e.g. 2,400), and scored it based on

the remaining dataset (e.g. 2,399) as if it were a new response.

These scores were used to classify the video clip from which the

response originated, by determining which of the 200 clips had the

highest average similarity between the new response and all the

responses to that clip in the normative database. We then

compared text-based similarity algorithms using the resulting

percent correctly classified.

The text passage similarity metrics we considered were derived

from computational linguistics. In all cases, we first processed the

text with the Text to Matrix Generator toolbox for MATLAB

[37], which, as a first step, removed a list of stop words from the

text passage, including less informative words such as ‘‘of’’ and

‘‘the’’, as well as verbal interjections such as ‘‘um’’ and ‘‘sorry’’.

The first approach to passage similarity that we evaluated was

Latent Semantic Analysis [38]. LSA uses a pre-existing corpus of

English text documents to construct a semantic space in which the

distance between words reflects how often they co-occur in the

same document (where documents correspond to responses in our

method), or co-occur with words that themselves co-occur. For

example, words such as ‘‘boat’’ and ‘‘anchor’’ will be drawn closer

in semantic space because of their appearance in the same

documents, while ‘‘boat’’ and ‘‘ship’’ will also be drawn closer,

even if they do not co-occur in any document, because they are

associated with other words that do co-occur. The corpus used was

a combination of the freely available ukWaC [39] and Wack-

ypedia [40] corpora, derived from the Web and Wikipedia, which

together contain nearly three billion words. Passages were scored

for semantic similarity based on their distance within the semantic

space that was constructed.

The second approach that we tried was a similar vector space

model (VSM) of semantics [41], where the co-occurrence of words

in the corpus was judged not within documents but rather within a

window of either 2 words or 20 words to the left and right of the

target word. Subsequently, the semantic space was created in the

same way, and the similarity scores were derived from the distance

in the resulting semantic space. The third approach that we tested

was the Distributional Memory model [42], which is also based on

analyzing a corpus to determine the semantic relationship between

words, but incorporates information about grammatical relations

rather than only co-occurrence. It used a somewhat larger text

corpus that included the British National Corpus.

Finally, for our fourth approach, we computed passage

similarity by simply counting the number of words shared between

two passages, after removal of stop words. Words that occurred

more than once within a passage were only counted as a single

match. Therefore, the score was the average of the vocabulary

words shared with all the remaining responses to a video clip.

The highest rate of correct classification, that is, matching

responses to the video clip of origin, was the simple count of shared

words, for both datasets (Table 1). This result was surprising,

because unlike the other algorithms, it does not have a mechanism

for dealing with synonyms, such as ‘‘river’’ and ‘‘stream’’. Since

the strings do not match, they will not increase the similarity score

between two passages. Nor does the shared word algorithm

explicitly deal with word endings, for example considering ‘‘read’’

and ‘‘reading’’ to be two unrelated words, as well as ‘‘book’’ and

‘‘books’’. However, with a large enough normative dataset, several

synonyms for a concept will naturally occur among the responses,

which increases the chances that a particular choice of words for a

concept in a new response will be recognized. We suspect that

while LSA and other algorithms deal with synonyms, they may

have found false synonyms that contributed noise to the scores.

Whatever the reason, the shared word count was the best of the

algorithms that we tested, and achieved a classification rate of

75.4% for the lab-sourced dataset and 94.7% for the crowd-

sourced, as compared to the chance rate of 0.5% (i.e. 1/200 clips).

When the lab-sourced dataset was used to classify crowdsourced

responses using the shared word count, the rate decreased, to

82.5%, while when the crowdsourced dataset was used to classify

lab-sourced responses, it improved the classification rate, to

81.0%. When a pooled dataset consisting of both the lab-sourced

and crowdsourced responses was used to classify responses, the

overall mean classification rate was 90.3%.

Therefore, in the subsequent results we report the scores

obtained by averaging the number of non-repeating words that

appeared in both the target response and each of the normative

responses for the corresponding video clip, after removal of stop

words. If the same word appeared in many normative responses, it

was effectively weighted more heavily, whereas multiple occur-
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rences of the same word within a normative response did not affect

the score.

Importance of Normative Dataset Size
Would a smaller normative dataset be as effective? We

computed the percent correctly classified for normative datasets

with fewer than 12 responses per video clip (20 in the case of the

crowdsourced dataset), by randomly sampling n responses for each

video and recomputing the percent of responses that were

correctly classified according to their originating video clip, again

using a take-one-out strategy and the shared word scoring method

(relative to the corresponding dataset). We repeated the random-

ization procedure 100 times for each value of n, with n ranging

between 2 and the full number of responses available. Figure 1

shows how the percent correctly classified rapidly increased, until

it slowed at the higher values of n. We fitted a two-parameter

exponential function from which we determined the n at which the

function reached 99% of its asymptotic value. The classification

rate reached 99% of the asymptote at n=7.9 for the crowdsourced

dataset, and at n=11.5 for the lab-sourced dataset.

As another way to evaluate algorithm performance with smaller

normative datasets, the error in the score of a particular response

using a particular random subset was estimated as the difference

between the computed score and the score with the full normative

dataset. Figure 2 shows that there was not a systematic bias with a

smaller normative dataset, but that the standard deviation of the

error was larger. Depending on the application and the desired

reliability, fewer than 12 responses per video clip in the normative

data set might be feasible, but reliability drops quickly if the size is

reduced by more than a few responses below that, particularly in

the lab-sourced dataset.

Effect of Reduced Visual Acuity on the Measure of
Information Acquisition
We conducted an experiment to validate the average shared

word score as a measure of information acquisition. To assess a

dose response effect, participants wore defocus lenses of different

powers to induce optical blur, while they viewed a subset of video

clips and gave responses as in the normative data collection. We

hypothesized that lower levels of visual acuity, induced by the

defocus lenses, would produce lower shared word scores.

Methods

This research was approved by the Massachusetts Eye and Ear

Infirmary Human Subjects Committee. All participants in the

experiment, and the normative dataset collection, gave informed,

explicit consent (either with a signature or by clicking a box on a

Web form).

We recruited 15 participants from the community with a

median age of 34 y (21 to 67 y). They all had binocular visual

acuity better than or equal to 20/20, no ocular conditions in their

self-reported ophthalmic history, and healthy retinas. Participants

had not contributed to the normative dataset, and so had not

viewed the video clips previously. Using a visual acuity chart, we

selected spherical defocus lenses for each participant that produced

visual acuities of 20/20 or better, 20/50, 20/125, 20/320, and

20/800.

We selected 20 clips for testing from the set of 200 that were

used in collecting the normative dataset, with each genre

represented proportionally (4 Cartoon, 4 Documentary/Nature,

and 12 Drama/Other). Each participant viewed all 20 clips in

random order, with audio included, looking through defocus

lenses that were switched in random order between each trial, for a

total of 4 trials per visual acuity condition per participant.

Participants received the same two prompts asking for a

description of the movie as in the normative data collection, and

their verbal responses were transcribed in the same manner using

MacSpeech Scribe and Mechanical Turk workers.

Responses were scored by counting the average number of

words in common with the 12 responses for the originating video

in the lab-sourced normative dataset. We used a mixed-model

analysis [43] to test for an effect of the fixed factor, ‘‘acuity

condition’’, since ‘‘participant’’ and ‘‘video clip’’ were fully-crossed

random factors.

Table 1. Comparison of Performance of Text Similarity Algorithms.

Text similarity algorithm Lab-sourced responses correctly classified (N=2,400) Crowdsourced responses correctly classified (N=4,000)

Latent Semantic Analysis 33.6% 63.5%

VSM, 2-word window 42.8% 78.3%

VSM, 20-word window 37.8% 74.4%

Distributional memory 36.1% 70.7%

Shared words 75.4% 94.7%

doi:10.1371/journal.pone.0093251.t001

Figure 1. Response classification rate for smaller dataset sizes.
Results of simulations on the two datasets for the percent correctly
classified when the size of the normative dataset was reduced from its
full size of either 20 or 12 responses per video clip. Each point is based
on 100 random samples. The solid line indicates the best fit of a two-
parameter exponential function, while the dashed line indicates the
point at which the function reached 99% of the asymptote.
doi:10.1371/journal.pone.0093251.g001
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Results and Discussion

Figure 3 illustrates the reduction in shared word score due to

acuity condition, with a significant overall difference among the

acuity levels, p,0.001. Comparing all conditions to the 20/20

acuity condition, the 20/800 condition produced a significantly

lower average score, p,0.001, and so did the 20/320 condition,

p=0.007. The shared word scores in the other acuity conditions

were not significantly different from the 20/20 condition. There

was also a significant decrease in mean score between the 20/50

condition and the 20/320 condition, p=0.012. As another test of

the dose response effect, the trend for a reduction in shared words

as visual acuity reduced was significant (Spearman’s rho=20.17,

p=0.003), even when not correcting for video clip or participant

differences.

The shared word measure was therefore capable of detecting an

effect of lowered visual acuity with 60 responses per acuity

condition. Impairing vision with defocus lenses significantly

reduced the amount of information that the viewer could access

in the video clips. This demonstration provides support for the

proposal that shared word scores from natural-language descrip-

tions are a valid and reliable measure of information acquisition

from a video clip.

General Discussion

In this paper, we describe a novel approach to evaluating

information acquisition, that does not rely on subjective judgments

or manual coding of responses, and apply it to watching TV and

movies for recreation. Since the scoring is objective, it is not

vulnerable to experimenter bias. While the process of information

acquisition from video is complicated, involving many stages of

cognitive and perceptual function, when there is less information

from the image available, as in the defocus experiment, less

information can be acquired. Therefore declining scores for the

natural-language descriptions associated with lower acuity is a

necessary outcome for any valid measure of information acquisi-

tion.

This method requires a substantial normative dataset, consisting

of multiple natural-language descriptions of each stimulus, with,

ideally, a large number of stimuli that should represent different

characteristics of the stimuli of interest. We showed previously that

crowdsourcing using Mechanical Turk is an efficient and low cost

way to collect such a natural-language dataset, with properties

similar to those of a dataset collected under more controlled

conditions in the lab [36]. That study also explored ways in which

the two datasets were different, which can explain the difference in

mean classification rates: the lab-sourced participants had a more

varied vocabulary, and wrote shorter responses on average. They

Figure 2. Error distribution of shared word scores for smaller dataset sizes. Error of the mean word score, relative to the score for the full
normative dataset, as a function of the size of the A) lab-sourced dataset, or B) crowdsourced dataset. There were 100 random samples for each set
size. Boxes indicate the interquartile range (IQR), the whiskers contain the range +/2 1.5 * IQR beyond the limits of the boxes (corresponding to
99.7% of the area of a normal distribution).
doi:10.1371/journal.pone.0093251.g002

Figure 3. Effect of visual acuity on shared word score. Mean
number of words shared with responses to the same clip in the lab-
sourced dataset, for different levels of visual acuity as achieved with
defocus lenses. Error bars indicate 95% confidence intervals.
doi:10.1371/journal.pone.0093251.g003
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were also more likely to be male, and were older on average, both

factors that were found to be associated with lower shared word

scores. Here, we demonstrated through resampling that datasets

smaller than those we collected may also be effective. With the lab-

sourced data collection method there may be little gain in

precision beyond 12 responses per stimulus. The analysis also

suggests that with the somewhat more homogenous results of

crowdsourced data collection, as few as 8 responses per stimulus

makes an effective normative dataset for scoring responses drawn

from the same population.

The concept of measuring information acquisition through free

recall has applications outside of video viewing and reading

comprehension. For example, a similar protocol could be used to

test information acquisition from auditory stimuli, which could

then be used to identify differences in hearing ability, or to

evaluate sound compression algorithms. The measure could also

suggest the presence of aphasias or other forms of disfluency in

speech or writing, when standard vision test scores are within the

normal range. Alternatively, if both speech and low-level vision are

normal, a low score could suggest cognitive impairments, such as

those resulting from traumatic brain injury or Alzheimer’s disease.

A deficit in any of the stages of processing from the eye to the

natural-language response would lower the score, and the

contribution of other standardized tests could isolate which stage,

or combination of stages, is causing the poor performance.

Improvements to the automatic scoring algorithm could

increase the method’s sensitivity. In the present study, it could

not detect the smallest differences in visual acuity, for example

between 20/20 and 20/50, with the sample size that was used. It

seems that at 20/50, most of the salient and frequently-mentioned

details of a video clip were still acquired. Therefore, there are

limitations to the sensitivity of the method in its present form for

monitoring and diagnosis of perceptual and cognitive problems in

individuals. It is possible that the inclusion of audio may have

reduced the sensitivity of the method to changes in visual acuity,

even though participants were instructed to ignore the sound

track. Another obstacle to interpreting scores for individuals is the

possibility of subjects who use a distinctive vocabulary, or interpret

the video clip in an idiosyncratic manner. These scores will be

systematically lower due to divergence of their responses from the

normative responses. The same problem affects groups of subjects

who are not native speakers of the language of the normative

dataset. However, although we evaluated several of the more

popular algorithms for passage similarity and found them less

effective than a simple count of shared words, more sophisticated

algorithms for comparing responses to the normative dataset may

be able to better detect individual differences in vision or video

quality. In any case, we have demonstrated via the defocus

experiment that even the simplest word matching method can

detect differences due to within-subject experimental manipula-

tions. Therefore, it can also be used to assess treatment

effectiveness within individuals, and to track the progression or

remediation of a condition.

Organisms with healthy vision and an unimpaired view of their

environment can extract a wealth of information about it, starting

from raw sensory input. We have presented a novel method for

quantitatively assessing this general information acquisition in

humans, that is objective and requires relatively few experimenter

resources.
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