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Abstract

The use of naturalistic stimuli to probe sensory functions in the human brain is gaining increasing interest. Previous imaging
studies examined brain activity associated with the processing of cinematographic material using both standard ‘‘condition-
based’’ designs, as well as ‘‘computational’’ methods based on the extraction of time-varying features of the stimuli (e.g.
motion). Here, we exploited both approaches to investigate the neural correlates of complex visual and auditory spatial
signals in cinematography. In the first experiment, the participants watched a piece of a commercial movie presented in
four blocked conditions: 3D vision with surround sounds (3D-Surround), 3D with monaural sound (3D-Mono), 2D-Surround,
and 2D-Mono. In the second experiment, they watched two different segments of the movie both presented continuously
in 3D-Surround. The blocked presentation served for standard condition-based analyses, while all datasets were submitted
to computation-based analyses. The latter assessed where activity co-varied with visual disparity signals and the complexity
of auditory multi-sources signals. The blocked analyses associated 3D viewing with the activation of the dorsal and lateral
occipital cortex and superior parietal lobule, while the surround sounds activated the superior and middle temporal gyri (S/
MTG). The computation-based analyses revealed the effects of absolute disparity in dorsal occipital and posterior parietal
cortices and of disparity gradients in the posterior middle temporal gyrus plus the inferior frontal gyrus. The complexity of
the surround sounds was associated with activity in specific sub-regions of S/MTG, even after accounting for changes of
sound intensity. These results demonstrate that the processing of naturalistic audio-visual signals entails an extensive set of
visual and auditory areas, and that computation-based analyses can track the contribution of complex spatial aspects
characterizing such life-like stimuli.
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Introduction

Three-dimensional movies are becoming popular both for

cinema projections as well as for home-based entertainment.

Stereoscopic viewing together with multi-channels sound systems

(e.g. 5.1ch surround) provide us with an enhanced perception of

space and can augment the ‘‘sense of reality’’ during the movie

watching [1]. Cinematographic stimuli have been previously

employed to investigate brain activity associated with the

processing of complex visual and auditory stimuli [2–6]. Func-

tional imaging using naturalistic stimuli can help us to corroborate

the findings of traditional laboratory paradigms that employ well-

controlled but simple and stereotyped stimuli, thus extending the

relevance of these to brain functioning in real life [7]. However, to

our knowledge, previous neuroimaging studies have not yet used

3D vision with surround sounds (stereoscopy and multi-source

sounds), possibly overlooking the impact of high-order spatial

information during audio-visual perception in life-like environ-

ments.

Visual depth perception in a natural scene depends mainly on

binocular disparity, which corresponds to the horizontal difference

of the images that the two eyes receive [8]. A final goal of visual

recognition with binocular disparity is to construct a unified 3D

representation of the objects in the scene and their spatial

relations. In the visual system, two computational processes play

important roles for depth perception. One concerns the distance in

depth between two locations in space, while the other relates to the

surface geometry of 3D shapes [9]. The former, also referred as

‘‘absolute disparity’’, is deduced from the interocular distance and

vergence angles [10]. The latter defines the ‘‘disparity gradient’’,

which corresponds to the spatial offsets on the surface of 3D

objects or at the boundary of objects at different depths.

Previous electrophysiology and neuroimaging studies associated

the processing of stereoscopic stimuli with a widespread circuit of

brain areas. A core region of this network is visual area V3A in the

dorsal occipital cortex [11–13] that is thought to represent

absolute disparity [14–16]. Other dorsal occipito-parietal areas,

including the posterior parietal cortex (PPC) are also involved in

the processing of stereoscopic signals [17]. In particular, PPC has

been associated with the integration of disparity and monocular

depth cues (e.g. texture and shading [17]) and with a generalized

representation of 3D surface orientation [18–21]. Brain areas
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along the ventral occipito-temporal pathway have been also

implicated in 3D processing. The inferior temporal (IT) cortex

contains neurons selective for the direction of 3D curvature

(vertical or horizontal) and the in-depth boundaries of objects [22],

hence representing disparity gradients [23,24]. A putative human

homologue of the monkey IT cortex is the lateral occipital

complex (LOC) that functional imaging studies traditionally

associated with object processing [25–28]. A few previous fMRI

studies in humans showed that objects defined by disparity

gradients can activate the LOC [29–31].

Our understanding of brain areas involved in 3D processing

comes primarily from studies that used very simple and

stereotyped stimuli. For example, random dot stereograms

(RDS) have been used to generate geometric 3D structure (e.g.

planes, cones; see [13,32,33]). Albeit well-controlled, this tech-

nique does not allow presenting complex and naturalistic stimuli

such as 3D photos or 3D movies. Moreover, natural 3D

perception involves multiple cues that dynamically change and

may interact with other aspects of the visual stimuli (e.g. motion

[34,35], or objects [36,37]). Accordingly, the investigation of brain

activity with complex 3D stimuli is important to confirm and

extend results obtained with standard, well-controlled but un-

naturalistic experimental paradigms.

Analogous limitations have characterized fMRI studies of

auditory spatial processing that typically made use of simple and

repeated sounds, such as pure tones or noise stimuli (e.g. [38–42]).

Simple auditory stimuli presented thorough headphones permit

subtle manipulations of specific parameters, e.g. the interaural

level difference (ILD), the interaural time difference (ITD) and/or

spectro-temporal characteristics. These, sometimes combined with

head-related transfer functions in order to increase spatial

perception (e.g. [43,44]), revealed the role of posterior auditory

areas in auditory spatial processing (e.g. the planum temporale, PT

[45], see also [46]). Nonetheless, auditory presentation via

headphones lacks the richness of spatial percept generated by

complex sounds that originate from multiple locations [47,48].

Figure 1. The multi-speakers system and the computation of absolute disparity and disparity gradient. A. Schematic illustration of the
multi-speakers system used for sound-surround stimulation in the scanner. The system utilizes five independent sound-lines: a central channel (C:
comprising two speakers delivering the same signal); two front channels (FL/FR) and two back channels (BL/BR). The drawings also show the
approximate position of the screen (S) and of the mirror (M) used to show the visual stimuli. B. An example of a video frame, with the two different
images for the left and right eye. The left and right images were projected thought a linear polarizer and were perceived as a single 3D image using a
passive eyewear. C. The corresponding map of ‘‘absolute’’ disparity, computed using the algorithm of HL-SIFT flow [52]. D. The disparity ‘‘gradient’’
map associated with the same frame. This was computed by extracting the local intensity contrast of the absolute map, via Gaussian pyramid
decomposition (see Methods section).
doi:10.1371/journal.pone.0076003.g001

Audio-Visual Perception of 3D Cinematography

PLOS ONE | www.plosone.org 2 October 2013 | Volume 8 | Issue 10 | e76003



One notable research is the positron emission tomography study

by Zatorre et al. [49], who used a circular array of speakers to

present complex sounds from multiple positions (see also [50],

which presented combinations of complex stimuli from a single

external location). The results confirmed the role of the PT in

auditory spatial progressing, but also emphasized the impact of

presenting complex sounds from multiple locations by showing

that PT does not respond to noise stimuli presented at a single

location (cf. Exp 1 in [49]).

In the present study we made use of an apparatus that allowed

us presenting complex sounds from multiple sources in the MR

scanner (cf. Fig. 1A), concurrently showing visual stimuli in 3D. In

the first experiment, we investigated the effect of multi-sources

surround sounds and stereoscopic vision using a standard

condition-based design that crossed factorially mono/surround

sounds and 2D/3D vision. In the second experiment, we sought to

track brain activity associated with time-varying aspects of the

stereoscopic visual input and the multi-sources complex sounds.

We made use of computational models to index changes of

absolute disparity and disparity gradients on frame-by-frame basis,

and dynamic changes of auditory complexity of the surround

sound. For the auditory modality this allowed us also to assess in a

more specific manner the effect of the surround stimuli, which in

the ‘‘surround vs mono’’ categorical comparison of the first

experiment entailed changes along several acoustic factors,

including increased sound intensity (see also methods, below).

These indexes were used for analyses of the fMRI time-series, with

the aim of exploring any functional specialization associated with

complex visual and auditory spatial signals, here using naturalistic

stimuli for the first time.

Materials and Methods

Procedure
The study comprised two experiments, including the same

participants who were presented with naturalistic audio-visual

stimuli (movie segments). The first experiment manipulated the

spatiality of the viewing/listening condition: 2D vs. 3D vision,

monaural vs. surround sounds. The four resulting conditions were

presented within a block-design that was analyzed using a standard

condition-based approach. The second experiment was carried

out in the same scanning session, just after Exp 1. Exp 2 comprised

four fMRI runs, two with continuous 3D-Surround stimuli and

two with 2D-Mono stimuli. Here we present only analyses of the

two runs including 3D-Surround stimuli. These were analyzed

using computationally derived regressors indexing specific visual

(absolute disparity and disparity gradients) and auditory (source

complexity and source intensity) time-varying aspects of the

complex stimuli. It should be noted that it would not be possible to

perform any corresponding analyses of the 2D-mono fMRI runs,

because all indexes of interest (the two visual disparity indexes and

the complexity auditory index) would be equal to zero at all time-

points. Finally, we sought to confirm the results of the

computation-based analyses by re-analyzing the data of Exp 1

now including the computationally derived regressors as well.

Subjects
Sixteen Italian subjects (aged 21–39, mean = 27.3 years, 12

females and 4 males) with no history of neurological or psychiatric

illness participated in this study. They had normal or corrected-to-

normal visual acuity and reported no difficulty of hearing. All

subjects reported no problem to see the stereoscopic 3D visual

stimuli (see also pre-scanning test, below).

Ethics Statement
The Ethical Committee of Santa Lucia Foundation approved

this study. The subjects gave written informed consents prior to

the scanning session.

Stimuli
The audio-visual stimuli were created using the 3D Italian

version of the movie The Three Musketeers (distributed by Constantin

Film AG Frankfurt, Germany). For Exp 1, we used two segments

of the movie, each with a duration of 10 min and 24 s. Each

segment was divided into 16 blocks with a variable duration

ranging between 26 and 57 s. The transitions between blocks

always corresponded to a change of scene in the movie. We

constructed four versions of each block: 3D-Surround, 3D-Mono,

2D-Surround, or 2D-Mono, corresponding to our conditions of

interest. Each subject was presented with the same sequence of

blocks, i.e. coherent with the movie storyline, but the viewing/

listening conditions were fully counterbalanced across subjects

using a balanced Latin square design. Accordingly, any differential

activation as a function of the viewing/listening condition cannot

be attributed to some un-controlled systematic difference between

the different blocks.

For Exp 2, we used two different consecutive segments of the

movie each lasting for 4 min 30 s. Both segments were presented

twice during fMRI. The first segment was presented first in 3D-

Sourround and then in 2D-mono, while the second segment was

presented first in 2D-mono and then in 3D-Surround. This order

was identical for all subjects and was chosen in order to

counterbalance the effect of viewing/listening condition and the

effect of the first/second presentation in the repetition. This

specific protocol was chosen to compare 3D-Surround and 2D-

Mono conditions using data-driven analysis methods, which will

be reported elsewhere. Here we report computation-based

analyses of the two 3D-Surround fMRI runs only (see also

Procedure, above).

The video and the multi-channels sound track were extracted

from a blue-ray disk using DVDFab (www.dvdfab.com), cropped

and concatenated using ffmpeg (www.ffmpeg.org). The video was

saved in MPEG-4 format at a rate of 24 Hz. The sound track was

extracted twice, either with 6 channels (5.1 Surround) or with 1

channel (Mono). All sounds were saved in a Waveform Audio File

format at a rate of 48000 Hz. The single mono-channel was

presented over headphones during all experimental conditions (see

below), while the 5 surround channels (the ‘‘subwoofer’’ channel

was excluded) were delivered via external speakers in the surround

conditions (see also Fig. 1A).

During fMRI scanning the presentation of the visual and the

auditory stimuli was controlled using ‘‘psychophysics toolbox’’

[51] running on Matlab 7.1 (Mathworks, Inc.). The visual stimuli

were presented using a LCD projector (NEC Corp., NP216G)

operating at 120 Hz, which was synchronized with a linear

polarizer (DepthQH, Lightspeed Design Inc.). The visual stimuli

were projected on a semi-opaque screen positioned inside the

magnet, which the subjects viewed via a mirror system (see

Fig. 1A). The subjects wore a MR-compatible passive 3D eyewear

allowing them to view the polarized images just with the left or the

right eye. This generated the stereoscopic stimuli, when different

images were projected to the two eyes (i.e. in the 3D conditions).

Presenting the same image to both eyes generated the 2D

condition.

The auditory stimuli were presented via a multi-speakers system

that was built in-house (Fig. 1A). This consisted of six MR

compatible piezo-speakers (ISL Products International, Ltd., SPK-

PZ94 HES, please see www.islproducts.com for detailed specifi-
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cation of the frequency response) that were used to deliver the

center channel (two speakers ‘‘C’’ positioned centrally, behind the

mirror, which emitted the same sounds), the two L/R front

channels (speakers ‘‘FL/FR’’ positioned symmetrically at approx-

imately 40u to the left and to the right of the mid-sagittal plane),

and the two L/R back channels (speakers ‘‘BL/BR’’ positioned left

and right at approximately 20u from the mid-sagittal plane,

behind/above the head of the subject, see Fig. 1A). In addition, the

system included a headphone-line that was used to deliver the

mono signal to both ears (cf. also extraction of the auditory tracks,

above). In the Mono condition only the headphone-line was

active, while in the Surround condition the sounds were presented

from all speakers plus the headphone. Thus, the Surround

condition compared to the Mono condition entailed an overall

increase of sound intensity, as well as a variation of the auditory

input with respect of several other acoustic dimensions (please see

section below about indexes of ‘‘auditory intensity’’, and the

Discussion section about other acoustic changes associated with

the surround stimulation).

Furthermore, it should be considered that the scanner noise

may have masked some frequencies of sounds presented from the

external speakers, and possibly also from the headphone. In a

separate testing session, we investigated this issue by recording the

noise of the EPI sequence using a microphone placed inside the

headphone (sampling rate 48 kHz). The power spectrum density

of the EPI noise was found to peak at 984, 1000, and 1016 Hz.

The frequency band of scanner noise was very narrow

(60.01 Hz). Accordingly, the EPI noise may have masked the

experimental auditory signals (speakers+headphone) at around

1000 Hz.

Before starting Exp 1, we confirmed that the subject could see

the entire visual image and that the sounds were audible against

the noise of the echo-planar imaging sequence. The participants

watched a one-minute segment of the movie both in 2D-Mono

and 3D-Surround conditions. They were asked to confirm that

they could see the 3D images and hear the surround sounds

against the scanner noise in 3D-Surround condition. While we

cannot not exclude the possibility of weak amblyopia in some of

the subjects (e.g. strabismic amblyopia, which is difficult condition

for stereoscopic viewing), this ensured that all the subjects could

see the stereoscopic 3D visual input. Further, in the after scanning

debriefing, we confirmed that all the subjects had seen the 3D

images and heard the surround sounds.

Computational indexes of visual disparity. We extracted

indexes of absolute disparity and disparity gradients, on a frame-

by-frame basis (Figs. 1B–1D). First, each pair of images was

submitted to the scale-invariant feature transform flow (SIFT flow

[52]). We considered the horizontal layer (HL) SIFT flow map that

was computed as the horizontal ‘‘optical flow’’ of SIFT descriptors

(Fig. 1C) characterizing local features in images [53] in a coarse-

to-fine matching scheme [52]. Under the assumption that – on

average – subjects fixated on the zero disparity plane (ZDP), for

each frame we defined the absolute disparity as the mean of the

absolute values of the entire HL-SIFT flow map.

The HL-SIFT flow map was also used to index the disparity

gradient. This was defined as the local contrast of within each HL-

SIFT flow map (see Fig. 1D). The local contrast was computed by

applying a Gaussian pyramid decomposition to the intensity values

of the HL-SIFT flow map [54]. The method decomposes each

map in 9 levels and computes intensity contrasts at different spatial

scales, which are then combined into a single map (see also [55],

which used this approach to index other visual features). For each

frame, the disparity gradient was indexed averaging all the values

of the corresponding contrast map.

Frame-by-frame values of absolute disparity and disparity

gradient were re-sampled at the temporal resolution required for

the regression analyses by averaging the disparity values over all

frames of each MR volume (Repetition Time = 2.08 s). Finally, the

re-sampled vectors were convolved with the SPM8 hemodynamic

response function (HRF) in order to generate the final regressors.
Computational indexes of the complex surround

sounds. For each of the 5 sound signals we computed an index

of source complexity that quantifies the dissimilarity of the

surround-signals with respect to the mono-signal delivered over

the headphones. The complexity index was estimated using the

inverse of the cosine similarity [56] (see also the equation below).

The angular difference between two sounds waves can range

between 0u, when the sounds are identical, and 180u when the two

signals have the same shape but opposite directions. An angle of

90u indicates orthogonality between the two signals, implying a

rich sound environment and greater sound spatiality (cf. [49]). For

each sound signal (Si, with i = 1…5) we computed the complexity

index with respect of the headphone signal (S0), using time–

windows of one TR (2.08 s):

hi~cos{1 S0
:Sið Þ= S0j j: Sij jð Þ½ �

where, dots indicate inner product and straight brackets indicate

absolute value.

The complexity index is unaffected by the signal amplitude, i.e.

the sound intensity. Because the speaker sounds were added to the

headphone sound during surround stimulation, the surround

conditions entailed an increase of sound intensity compared with

the mono conditions in Exp 1, and generated intensity-related

variability over time in Exp 2. Therefore, we introduced an

additional index of ‘‘auditory intensity’’ in order to map intensity-

related changes of brain activity, and – most importantly – to

identify brain regions responding to ‘‘auditory complexity’’ after

having accounted for any variance associated with the changes of

sound intensity. An ‘‘intensity index’’ was computed for each

channel (5 surround channels+headphone). Specifically, we

considered the sound intensity contrast extracted using the same

multi-scale approach adopted for the visual modality (see also

[55]). Each 2.08 s sound segment was first submitted to Fast

Fourier analysis [57]. The resulting spectrogram was analyzed

with the Gaussian pyramids to extract the intensity contrast at

different scales. These were then combined into a single map. The

intensity index (one value for each TR) was defined as the mean of

all values in the contrast map. All the 11 auditory-related indexes

(5 complexities and 6 intensities) were convolved with the HRF to

generate the final regressors for the fMRI analyses.

These ‘‘auditory intensity’’ indexes reflect auditory contrasts in

the time-frequency domain that we previously found to co-vary

with activity in the auditory cortex [55]. For completeness, we also

performed additional analyses using a simpler measure of sound

intensity: i.e. the route mean square (RMS), which reflects the

power of the sound only in the time domain. Again, we computed

an RMS-intensity index for each channel and, after convolution

with the HRF, used these as intensity-related regressors for the

fMRI analyses.

Image acquisition
A Siemens Allegra (Siemens Medical Systems, Erlangen,

Germany) 3T scanner equipped for echo-planar imaging (EPI)

was used to acquire the functional resonance images. A head-sized

quadrature volume coil was used for radio frequency transmission

and reception. Mild cushioning minimized head movement.

Thirty-two slices volumes were acquired using blood oxygenation
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level dependent contrast (192 mm6192 mm6120 mm, in-plane

resolution = 64664, pixel size = 3 mm63 mm, thick-

ness = 2.5 mm, 50% distance factor, TR = 2.08 s, TE = 30 ms),

covering the entire cerebrum. We acquired 308 volumes for each

fMRI run of Exp 1 and 134 volumes for each run of Exp 2. The

first four scans of each run were discarded to ensure magnetization

equilibrium.

FMRI data analyses
We used SPM8 (Wellcome Department of Cognitive Neurol-

ogy, University College London) to pre-process and analyze the

imaging data. Standard pre-processing steps included slice-timing

correction, realignment, normalization to the EPI template (voxel-

size re-sampled to 36363 mm3) and spatial smoothing using a

Gaussian filter (FWHM = 8 mm).

We performed three sets of analyses: A) Standard condition-

based analyses of Exp 1; B) Computation-based analyses of Exp 2,

using the time-varying indexes associated with 3D-vision and

Surround-sound; C) Computation-based analyses of Exp 1,

seeking to confirm the results obtained in Exp 2.

Condition-based analysis of Exp 1. In Exp 1, the audio-

visual stimuli were presented in four viewing/listening conditions:

3D-Surround, 3D-Mono, 2D-Surround, and 2D-Mono. For each

subject, the general linear model (GLM) was used to fit the fMRI

time series. The model included 4 conditions (variable duration

blocks = 26–57 s) and the realignment parameters as effects of no

interest. High-pass filters (512 s) were used to remove low

frequency noise and data were pre-whitened by means of

autoregressive model AR(1).

Random effects analysis at the group-level was carried out using

a repeated-measures ANOVA that modeled the 4 conditions of

interest and the main effect of subjects. Linear contrasts assessed

the main effect of visual disparity (3D vs. 2D conditions), the main

effect of surround sounds (Surround vs. Mono) and the interaction

between the two factors. Statistical thresholds were set to cluster-

level p-FWE = 0.05, corrected for multiple comparisons consider-

ing the whole brain as the volume of interest. The cluster size was

estimated using a voxel-level threshold of p-unc. = 0.001. In

addition, we specifically considered visual area V3A and superior

parietal lobule (SPL) that previous studies associated with

stereoscopy [11,12,58]. We assessed our contrasts within these

areas using a small volume correction procedure (SVC [59]). The

volumes of interest included 15-mm radius spheres centered at

x = 620, y = 290, z = 23 for V3A (i.e. the peak coordinates

reported in [60]); and at x = 24, y = 264, z = 58 and x = 222,

y = 262, z = 56 for SPL (see [58] and discussion section).

Computation-based analyses (Exp1 and Exp 2). For each

subject, the general linear model (GLM) included the two

regressors coding for visual disparity (absolute and gradient) and

11 regressors coding for auditory complexity and intensity. For

Exp 1, the GLM included also the block-effects corresponding to

the four different stimulation conditions (cf. condition-based

analyses, above). Moreover, the visual regressors were adjusted

so that each regressor was equal to zero during 2D stimulation and

the total sum of each regressor was also zero. In essence, we

orthogonalized the visual disparity indexes with respect of the

block effect of 3D stimuli. Accordingly, the computation-based

analysis of Exp 1 assessed the effect of the time-varying disparity

indexes over and above any sustained/blocked effect of the 3D

stimulation. The same procedure was applied to the auditory

indexes, which therefore tested for the effects of auditory

complexity and intensity having accounted for any sustained/

blocked effect of the surround stimulation. For both experiments,

high-pass filters (cut-off = 512 s) were used to remove low

frequency noise, and linear contrasts were used to average the

parameter estimates associated with each of the 13 regressors

across the two fMRI runs.

For both datasets (Exp 1 and Exp 2), we used two separate one-

sample t-tests to assess the significance of the visual indexes

(absolute disparity and disparity gradient) at the group level.

Statistical thresholds were set to cluster-level p-FWE = 0.05,

corrected for multiple comparisons considering the whole brain

as the volume of interest. The cluster size was estimated using a

voxel-level threshold of p-unc. = 0.001.

The effect of the time-varying auditory indexes was assessed

using two separate ANOVAs: one including the 5 parameter

estimates corresponding to the complexity indexes, and the other

with the 6 parameter estimates associated with intensity indexes.

Because of the high correlation between the 5 complexity-

regressors and between the 6 intensity-regressors, within each

ANOVA we used F-contrasts testing for the combined effect of all

complexity or intensity regressors. Initially, the F-contrasts were

assessed at the same threshold of all the t- contrasts (p-FWE = 0.05,

with cluster-level correction, cf. above). However, this revealed

extremely large clusters of activation. Because statistical inference

based on cluster-level correction entails an uncertainty about the

localization of the effects within the significant clusters, we

considered these initial results not sufficiently informative.

Therefore, the final thresholds for the F-contrasts were set to p-

FWE = 0.05, whole-brain corrected for multiple comparisons at

the voxel-level (minimum cluster size = 20 voxels).

Results

Condition-based analysis (Exp 1 only)
In Exp 1, we tested for brain activation associated with 3D

viewing comparing blocks of 3D vs. 2D visual stimulation. This

showed significant activation in left inferior temporal gyrus

extending posteriorly to lateral occipital cortex (ITG/LOC) and

a statistical trend in right ITG/LOC (p-FWE = 0.050 at cluster-

level). Additional tests that specifically targeted area V3A showed a

significant effect of 3D in both hemispheres (Table 1). Fig. 2A

shows the signal plots in these areas, where the activity increased in

the 3D conditions irrespective of Surround/Mono sounds.

Although the parameter estimates associated with the mono

conditions were numerically larger than in the surround condition,

the activity in the mono conditions was not significantly different

than the activity in the surround conditions neither in 3D nor in

2D viewing condition. Using small volume correction, the

condition-based analysis also showed an effect of 3D in right

anterior SPL (aSPL, Fig. 2A and Table 1), where subsequent

computation-based analyses revealed an influence of absolute

disparity (cf. below).

The main effect of surround sound (Surround vs. Mono)

revealed activation of the superior temporal gyrus (STG, see

Fig. 2B and Table 1), extending into both the superior and the

inferior banks of the superior temporal sulcus (STS). In both

hemispheres, the activation clusters comprised the Heschl’s gyrus

in the superior/dorsal part of the STG (with activation of TE sub-

regions TE1.0, TE1.1 and TE1.2) and included more posterior

regions in the planum temporal (PT). The reverse contrast

(Mono.Surround) showed no significant activation, even at a

lower, uncorrected threshold of p = 0.005. We also tested for the

interaction between stereoscopic vision and surround audition, but

this did not reveal any significant effect.

Audio-Visual Perception of 3D Cinematography
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Figure 2. The results of condition-based analyses of Exp 1 (see Table 1), rendered on the brain template of SPM. A. Activation for the
main effect of ‘‘3D.2D’’ visual stimulation. The signal plots show the parameter estimates in V3A and LOC, separately for the 4 experimental
conditions. B. Activation for the main effect of ‘‘Surround.Mono’’ auditory stimulation. The signal plots show the parameter estimates in the superior
temporal gyrus (STG). All activations are displayed at a threshold of p-unc. = 0.001. The signal plots show the average activity within each cluster,
extracted using MarsBaR [81]. Parameter estimates are in arbitrary units, error bars are standard errors.
doi:10.1371/journal.pone.0076003.g002

Table 1. Summary of brain activation in the condition-based analysis in Exp 1.

Contrast Regions MNI coordinates of peak z-score (peak) p-value (cluster) Number of voxels

x y z

3D.2D

L ITG/LOC 251 260 27 4.05 0.019 168

R ITG/LOC 54 251 210 4.06 0.050 124

L V3A* 227 281 17 3.77 0.008 46

R V3A* 27 278 29 3.23 0.047 9

R aSPL* 33 260 62 3.85 0.004 100

Surr.Mono

L STG/STS 257 230 5 4.78 ,0.001 461

R STG/STS 60 218 24 4.40 ,0.001 371

*p,0.05, small volume FWE corrected at voxel-level. L = left, R = right.
doi:10.1371/journal.pone.0076003.t001
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Computation-based analyses of visual disparity
We examined the visual effects of absolute disparity and

disparity gradient, first assessing these using the continuous 3D-

Surround data of Exp 2, and then seeking to confirm our results in

Exp 1. In Exp 2 we found a positive co-variation between absolute

disparity and the BOLD signal in V3A (Fig. 3A, left panel), with

activation extending dorsally to the posterior SPL (pSPL) and

ventrally in the fusiform gyrus (see Table 2). The parietal clusters

were more medial and dorsal compared to the blocked effect of 3D

vs. 2D in Exp 1 (cf. peaks in Table 1 vs. Table 2). However, using

the same region of interest as in Exp1 (aSPL-ROI) revealed

significant effects of absolute disparity in both hemispheres (p-

FWE,0.05), thus implicating the same SPL region [58] in the

blocked-effect of 3D stimuli and the time-varying effects of

absolute disparity. By contrast, the disparity gradient index

revealed co-variation with activity in the posterior MTG (pMTG)

and in the left inferior frontal gyrus (IFG, see Fig. 3B and Table 2),

neither of which activated in the standard condition-based

analysis. We did not find any significant effect of vision in

auditory areas, neither in Exp 1 (block- and computation-based

analyses) nor in Exp 2 (computation-based analyses) (cf. below).

The dissociation between absolute disparity and disparity

gradient was largely confirmed applying the computation-based

analysis to the data of Exp 1: activity in bilateral V3A co-varied

with the absolute disparity index, while the disparity gradient was

associated with the bilateral pMTG and the left IFG (see Figs. 3A

and 3B and Table 2, columns on the right). It should be noted that

this analysis included both the time-varying disparity indexes as

well as the blocked-effect of 3D vs. 2D condition (cf. methods).

This may explain the lack of any disparity effect in the SPL, where

sustained components may have contributed to the effects

observed in Exp 2 (see also discussion section).

Computation-based analyses of auditory complexity
Next, we turned to the assessment of the auditory complexity

and intensity indexes. In Exp 2, the F-contrast testing for the

overall effect of the 5 complexity indexes revealed significant

effects in the STG and STS bilaterally (Fig. 3C, left panel, and

Table 3), plus a cluster in cuneus. In the STG, the effect of

complexity comprised the lateral part of the Heschl’s gyrus and

extended posteriorly to the PT. The intensity index showed a

similar pattern of activation (see Fig. 3D), but now also including

the medial part of Heschl’s gyrus (HG).

Figure 4 shows the spatial distribution of the effects associated

with complexity and intensity in the STG, in relation to the main

effect of ‘‘Surround vs. Mono’’ (Exp 1) and the TE sub-regions.

The effect of intensity fully overlapped with the blocked-effect of

surround sound and included all three TE sub-regions (cf. also

Table 4), plus the PT posterior to the HG. By contrast, the effect of

complexity activated only the most lateral part of HG (mainly area

TE1.2, see also Table 4) and, again, the PT posterior to the HG.

In Exp 2, the effect of complexity was found even after

accounting for the time-varying changes of auditory intensity (see

methods) indicating that in lateral auditory cortex and PT the

sound complexity played a role over and above any effect of

intensity. Nonetheless, the complexity index failed to reveal any

significant activation of STG/STS in Exp 1 (see Fig. 3C, right

panel). This suggests the presence of a sustained component that

was removed when testing the effect of sound complexity in Exp 1

(cf. also absolute disparity in the SPL, above). On the other hand,

the effect of intensity in STG/STS was also found in Exp 1 (see

Fig. 3C, right panel) highlighting transient intensity-related

responses over any sustained component.

For completeness, we also performed additional analyses using

RMS-intensity as a time-varying index of sound intensity, rather

than our main index based on contrasts in the frequency-time

domain (cf. Methods). These revealed intensity-related effects

comparable with our main results. In experiment 1, where the

model included both the blocked/sustained-effects and the

computational indexes, the peak F-values associated with the

effect of RMS-intensity in auditory cortex were larger than those

obtained using contrasts in the frequency-time domain: left STG/

STS 72.33 (at x = 260, y = 212, z = 24) vs. 52.92; and right

STG/STS 70.15 (at x = 63, y = 215, z = 27) vs. 44.40. On the

other hand, in experiment 2 that included a continuous variation

of the surround sounds, the additional RMS-intensity analyses

shower weaker statistical effects than the spectrogram-contrasts:

left STG/STS 12.59 (at x = 248, y = 224, z = 21) vs. 30.71; and

right STG/STS 12.00 (at x = 63, y = 29, z = 24) vs. 25.52.

Finally, we should point out that, unlike the T-contrasts used for

visual disparity, all auditory F-contrasts cannot distinguish

between positive and negative co-variation between the auditory

indexes and changes of brain activity. Because the sound signals

delivered from the 5 external sources and the headphone were

correlated (but note: not fully correlated, as this was used as a

measure of ‘‘sound complexity’’), the regressors associated with

each of the 6 intensity indexes and each of the 5 complexity

indexes were also correlated. As a consequence, the positive/

negative parameter estimates of the ANOVAs cannot be

interpreted unambiguously (see also [55], for a detailed discussion

of this). Thus, we suggest that the finding of a significant influence

of both auditory complexity and intensity within the visual cortex

(cf. Figs. 3C and 3D) may be related to a reduction of activity in

these areas when the sound intensity and complexity increased,

but we also acknowledge that we cannot assess this directly

because our models included correlated predictors/regressors.

Discussion

We investigated the neural correlates of the audio-visual

processing of 3D-surround cinematography using condition-based

and computation-based analyses. The condition-based results

showed activation of ITG/LOC, V3A, and right SPL during 3D

viewing; and activation of auditory areas in Heschl’s gyrus (HG)

plus the planum Temporale (PT) for surround sounds. The

computation-based analyses revealed that V3A and SPL were

primarily involved in the processing of absolute disparity, whereas

pMTG and left IFG were associated with local disparity gradients.

Analyses based on computationally-derived auditory indexes

showed that activity in the planum temporale, plus areas TE1.0

and TE1.2 co-varied with both sound complexity and intensity,

while the signal in area TE1.1 co-varied with sound intensity only.

Our results demonstrate that computation-based analyses can

track complex spatial aspects of visual and auditory naturalistic

stimuli. We confirmed traditional findings about the role of extra-

striate areas for visual disparity and posterior auditory areas for

auditory spatial signals; but also found dissociations between

absolute and gradient disparity in dorsal vs. lateral posterior

regions, and highlighted disparity-related effects in the inferior

frontal gyrus.

The condition-based analysis of Exp 1 associated processing of

binocular disparity with activation of LOC, V3A, and the right

SPL. This is largely consistent with previous neuroimaging studies

comparing simple visual stimuli with vs. without disparity

([11,12,14,61,62] for effects of disparity in lateral occipital regions).

Analyses based on computationally-derived indexes of absolute

and gradient disparity provided us with additional elements about
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Figure 3. The result of computation-based analysis in Exp 2 and Exp 1 (see Table 3), shown on transverse and coronal sections of
the SPM template, in neurological convention. A. Activations associated with the absolute disparity index, with significant effects in V3A (Exp 2
and Exp 1), plus the pSPL and the fusiform gyrus in Exp 2 only. Activations are displayed at a threshold of p-unc. = 0.001; colorbars show t-values. B.
Activations associated with the disparity gradient index, showing consistent effects in the posterior middle temporal gyrus bilaterally (pMTG) and the
left inferior frontal gyrus (IFG) both in Exp 2 and Exp 1. Activations are displayed at a threshold of p-unc. = 0.001; colorbars show t-values. C.
Activations associated with the auditory ‘‘complexity’’ index that, in Exp 2, included the planum temporale (PT) and TE sub-regions in the auditory
cortex (cf. Table 4; and see Fig. 4, for a detailed view). These effects in auditory cortex did not replicate in Exp 1, after accounting for the block effect
of ‘‘surround vs. mono’’ presentation (cf. sections on the right). Activations are displayed at a threshold of p-FWE-corr. = 0.05; colorbars show F-values.
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the processing of disparity cues in naturalistic visual environments.

These indexes were computed with the aim of characterizing two

distinct aspects of depth processing: the ‘‘absolute’’ disparity index

relates to the in-depth distance between the objects in the scene

and the zero-disparity-point (ZDP); while the disparity ‘‘gradient’’

should primarily capture effects related to the 3D geometry of

objects [17,33,58].

Activity in the dorsal occipital cortex (area V3A) and the SPL

was found to co-vary with the absolute disparity index. The effect

in V3A was observed both in Exp 2 and in Exp 1, with the latter

accounting for (i.e. removing) any sustained effect of 3D vs. 2D.

This suggests that depth-related responses in V3A reflected both

sustained/blocked effects during the 3D presentation as well as

transient changes reflecting the amount of visual signals originat-

ing away from ZDP. This may entail both changes over time/

frames of the number of objects presented away from the ZDP, as

well as variations of the distance of the objects from the ZDP. Both

these effects would be consistent with previous data showing

activation of V3A both for single planes away from the ZDP and

for multiple planes/objects at different distances from the ZDP

[11,13]. In the dorsal occipital cortex, several other areas have

been previously associated with disparity processing and depth

perception. Here we report disparity effects in areas V3A, defined

according to a priori volume of interest [60]. Nonetheless, we do

not exclude that the clusters of activation – and in particular the

effect of absolute disparity (see Fig. 3A) – may comprise also parts

of other dorsal visual areas, such as V3B/KO or V7.

It should be noted that our study made use of cinematographic

stimuli that contained both binocular and monocular depth cues

(e.g. motion parallax, perspective, shade, texture, elevation).

Previous studies eliminated the influence of monocular cues, for

example, by presenting Random Dots Stereograms [11,12,33] that

can be used to generate well-controlled depth structures such as

flat planes or curvatures. Nonetheless, here, in Exp 1 the

subtraction of 3D vs. 2D conditions should cancel out many of

these monocular effects (common to both conditions), thus

identifying brain activity associated with the processing of

binocular cues and/or the integration of binocular and monocular

cues (e.g. see [17]). Together with V3A, this subtraction revealed

activation in a relatively anterior/lateral part of the superior

parietal lobule (aSPL). The effect was found using an a priori

volume of interest derived from the co-ordinates reported in [58],

who compared 3D shape vs. 3D position. In that study, this

anterior region did not activate when the stimuli were presented

away from the ZDP but without any 3D shape (i.e. ‘‘3D position’’

condition vs. no disparity), which instead activated more posterior

regions in parietal cortex (cf. below). Here, activity in aSPL was

found to co-vary with the index of absolute disparity. This appears

somewhat puzzling considering that the ‘‘3D shapes contrast’’ in

Durand’s study should correspond to an increase of local gradients

in the current study, rather than any change of absolute disparity.

Nonetheless, the peak of activation associated with the absolute

disparity index in Exp 2 was in fact located more posteriorly in the

SPL (pSPL). In this posterior region, our results are consistent with

previous studies that used simple, but well-controlled visual stimuli.

Specifically, Durand et al. [58] found that the posterior parietal

cortex responded to the 3D-position condition, consistent with a

representation of absolute disparity in the dorsal stream [12] (see

also [11], which reported effects of absolute disparity in the medial

bank of the posterior IPS). Our findings agree with the view that

SPL includes several sub-regions for the processing of binocular

disparity [63]. The search volume used in Exp 1 (aSPL) contained

D. Activations associated with the auditory ‘‘intensity’’ index, revealing effects in STG and STS, plus some influence also in the occipital visual cortex
(cf. results). Activations are displayed at a threshold of p-FWE-corr. = 0.05; colorbars show F-values.
doi:10.1371/journal.pone.0076003.g003

Table 2. Summary of brain activation in the visual computation-based analyses.

Feature Regions Exp 2 Exp 1

Peak in MNI
z-score
(peak)

p-value
(cluster)

Number of
voxels Peak in MNI

z-score
(peak)

p-value
(cluster)

Number of
voxels

x y z x y z

Absolute disparity

L V3A 230 296 14 4.53 ,0.001 1126 236 287 11 3.94 0.045 73

L FG 224 245 216 5.14

L pSPL 29 266 65 3.67

R V3A 30 293 17 5.15 ,0.001 1162 33 290 11 5.11 ,0.001 334

R FG 30 242 213 5.12

R pSPL 9 260 68 4.41 0.040 67

Disparity gradient

L pMTG 248 248 8 4.31 0.023 88 269 236 2 4.79 ,0.001 856

L IFG 248 24 24 3.79 0.017 95 248 33 210 4.32 0.011 91

R pMTG 66 233 2 4.38 ,0.001 249 63 257 14 4.13 0.027 74

48 233 24 4.13 0.006 103

R CG 9 266 7 4.37 ,0.001 314

R TP 51 9 228 4.33 0.046 64

R ITG 42 3 249 3.85 0.022 78

FG = Fusiform gyrus, CG = Calcarine Gyrus, TP = Temporal pole.
doi:10.1371/journal.pone.0076003.t002
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the sub-regions 7A and 7PC in cytoarchitectonic classification

[64]. By contrast the main peak of activation associated with

absolute disparity in Exp 2 was localized in cytoarchitectonic area

7P [64].

Together with these effects in the dorsal occipital cortex and the

posterior parietal cortex, both the condition-based analysis of Exp

1 and the computational-based analyses of Exp 2 revealed

disparity-related activations in the lateral occipital and posterior

temporal cortices (see Figs. 2A and 3B). The block effect of 3D vs.

2D in Exp 1 showed activation of the lateral occipital cortex

(LOC). Previous studies associated LOC with the representation of

the 3D shape of objects (cf. [37]) and suggested that this region

plays role in the computation of disparity gradients related to the

surface geometry of 3D objects [29–31]. Here, we found that the

gradient index affected activity in a more anterior region (pMTG).

This was found in both Exp 2 and Exp 1, consistent with transient

responses to time-varying disparity gradients in this region.

Accordingly, we dissociated a sustained effect of 3D presentation

in LOC vs. transient responses to dynamically changing local

disparity gradients more anteriorly in the posterior temporal

cortex (see also [61], which reported a posterior-anterior

dissociation along the lateral occipito-temporal cortex related to

the presence of a 3D surface vs. the subjective perception of that

surface, using RDS moving stimuli).

Together with the gradient effect in pMTG, both Exp 2 and

Exp 1 consistently showed that also activity in the left IFG co-

Table 3. Summary of brain activation in the auditory computation-based analyses.

Feature
Regions Exp 2 Exp 1

Peak in MNI
z-score
(peak)

p-value
(cluster)

Number of
voxels Peak in MNI

z-score
(peak)

p-value
(cluster)

Number of
voxels

x y z x y z

Complexity

L STG/STS 263 215 21 .8 ,0.001 397

R STG/STS 63 29 24 6.80 ,0.001 190

Cuneus 0 293 17 6.42 ,0.001 142 3 290 17 5.20 0.005 43

Intensity

L STG/STS 260 215 21 .8 ,0.001 872 260 212 24 .8 ,0.001 1478

L MOG 245 275 8 7.33 ,0.001

R STG/STS 66 212 24 .8 ,0.001 752 60 212 27 .8 ,0.001 853

51 263 8 6.77 ,0.001 233

L LG 29 275 24 6.29 ,0.001 49 212 281 24 7.59 ,0.001 1008

L SPL 215 275 47 5.59 0.001 94

MOG = middle occipital gyrus, LG = lingual gyrus.
doi:10.1371/journal.pone.0076003.t003

Figure 4. Detailed view of Heschl’s gyrus (HG), with the layout of the different auditory effects in the auditory cortex (AC) and the
planum temporale (PT). This shows that the blocked effect of surround sounds (in Exp 1) and time-varying effects of auditory intensity (in Exp 2)
activated all TE sub-regions of AC plus the PT (in yellow and in violet). By contrast, the effect of auditory ‘‘complexity’’ activated the PT and only the
most lateral part of AC (in yellow and in orange), without affecting area TE1.1. The broken lines show the borders between the TE sub-regions (TE1.0,
TE1.1, and TE1.2) estimated using the SPM anatomy toolbox [82]. Activations are displayed on axial section (z = 2).
doi:10.1371/journal.pone.0076003.g004
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varied with the disparity gradient index. The condition-based

analysis of Exp 1 did not reveal any blocked effect of 3D vs. 2D in

this region, indicating that the IFG responded only in a transient

manner to time-varying changes local disparity signals. The

activation was located in the left IFG including Brodmann areas

BA44/45. This effect was somewhat unexpected, because studies

using simple visual stimuli did not typically activate any such high

level areas in the frontal cortex. Nonetheless, an fMRI study in

non-human primates showed activation of area F5a during

viewing of 3D shapes [65]. The activation of area F5a may

correspond to the firing of the so-called ‘‘canonical neurons’’ that

are thought to receive information about the stimulus location

from the intra-parietal sulcus and about 3D shape from the

inferior temporal cortex [66,67]. The putative human homologue

of monkey F5a (BA44) has been reported to show similar

proprieties, with activation upon mere visual presentation of

graspable objects (e.g. [68,69]). In the current study, the gradient-

related responses in the left IFG may correspond to the sensitivity

of this region to objects’ 3D shape properties. Because our protocol

did not involve any motor output or motor planning, the effect in

the left IFG may reflect object affordances beyond any explicit

motor action [70].

The second set of findings of the current study relates to the use

of complex auditory stimuli that were presented from multiple

external sources (surround-sounds condition). A previous study

using 45 external loudspeakers showed that naturalistic auditory

stimuli presented from the speakers evoked larger and earlier brain

responses comparing with the ‘‘artificial’’ auditory stimuli even

using ITD and ILD [47]. Further, Callan and colleagues reported

that sounds perceived to arise from external sources activated the

posterior STG, including the PT, more than internalized sounds

(i.e. sounds localized inside the head) [48]. These studies

emphasize that realistic/naturalistic auditory stimuli that are

localized in external space can lead to enhanced responses in the

auditory cortex. Here, the surround stimulation with a multi-

speakers system was also meant to increase the ‘‘spatial richness’’

of the auditory scene. The condition-based analysis associated the

surround sounds with the activation of the auditory cortex and the

planum temporale. However, it should be noted that the blocked

stimulation with surround-sounds did not only entail an increase of

sound ‘‘spatiality’’ but also an increase of the overall sound

intensity. This could trivially explain the results of the condition-

based analysis of Exp 1 (see also [6,55]).

The computation-based approach, which we introduce here for

the first time, allowed us to disentangle the contribution of sound

spatiality and sound intensity. We sought to characterize the

spatial richness of auditory scene by making use of a complexity

index computed as the ‘‘difference’’ between the sounds played

through each external speaker and the signal delivered over

headphones. This index does not formally take into account spatial

separation of the sources, but given that the sources were de facto

spatially-separated we used variations of this index as a way to

track the time-varying spatiality of the sounds in the surround

condition (see also the discussion of [49,50], and below). By

definition the complexity index is unaffected by changes of

intensity (cf. corresponding equation in the Methods section),

nonetheless our computation-based analyses included 6 additional

predictors seeking to fit variance associated with any intensity

change during the surround stimulation.

The computation-based results of both Exp 2 and Exp 1

revealed that changes of auditory intensity affected activity in the

STG/STS including PT, consistent with an overall effect of sound

intensity in the surround condition (cf. condition-based results in

Exp 1). Despite this, in Exp 2 we found that complexity index

explained additional variance of the BOLD signal in PT, plus

areas TE1.0 and TE1.2 in the Heschl’s gyrus. By contrast, activity

in area TE1.1 was unaffected by the sound complexity (see Fig. 4).

The finding of complexity/spatiality-related activity in PT is in

agreement with the ‘‘dual route’’ model of auditory processing

[71–73]. This model postulates a ‘‘where’’ pathway projecting

from the primary auditory cortex to the posterior temporal and

parietal cortices, and a different ‘‘what’’ pathway that instead

projects to the anterior temporal cortex. The posterior pathway

specializes in sound localization and sound motion detection, while

the anterior pathway identifies auditory objects by processing

spectro-temporal features [71]. In support of this model, many

imaging studies of auditory space perception showed activation of

the posterior ‘‘where’’ route (e.g. [49,50,74–79]).

Of particular relevance here is the work of Zatorre and

colleagues, who made use of external sound sources during PET

scanning [49,50]. In a first set of studies [49], the authors showed

increased activation in PT when naturalistic stimuli were

presented from a spatially distributed range of locations. The

protocol disentangled the ‘‘spatiality’’ and the ‘‘complexity’’ of the

auditory scene by varying the number of locations but keeping the

number of stimuli constant (n = 12). In a subsequent study, the

same authors varied the number of complex sounds (n between 1

and 45) that were now presented from a single external location

[50]. This experiment did not reveal any co-variation between

activity in PT and the number of sounds, showing instead a

negative relationship between the number of stimuli and activity in

anterior temporal regions. Taken together these two studies

indicate that activity in PT reflects the spatial distribution of

sounds (i.e. ‘‘spatiality’’), rather than the mere ‘‘amount’’ of

auditory information, substantiating the interpretation of our

‘‘complexity index’’ as a measure of the time-varying spatial

richness during surround stimulation. Accordingly, we reckon that

the computation-based analyses of the surround-sound stimuli

allowed us to track processing of auditory spatial signals in

complex naturalistic environments, also accounting for any effect

related to changing sound intensity.

Table 4. The classification of auditory activation related to
the surround sound observed in the condition-based analysis
and computation-based analyses, using the SPM anatomy
toolbox [82].

Left Right

Condition, Exp 1

Surr.Mono TE1.0 TE1.1 TE1.2 TE1.0 TE1.1 TE1.2

29.1% 52.0% 21.7% 29.0% 33.4% 4.9%

Computation, Exp 2

Complexity TE1.0 TE1.1 TE1.2 TE1.0 TE1.1 TE1.2

15.5% 0.1% 37.2% 10.1% 0% 40.8%

Intensity TE1.0 TE1.1 TE1.2 TE1.0 TE1.1 TE1.2

49.0% 39.3% 59.4% 75.9% 13.8% 44.8%

Computation, Exp 1

Complexity TE1.0 TE1.1 TE1.2 TE1.0 TE1.1 TE1.2

0% 0% 0% 0% 0% 0%

Intensity TE1.0 TE1.1 TE1.2 TE1.0 TE1.1 TE1.2

97.0% 99.0% 85.2% 72.9% 45.7% 78.9%

doi:10.1371/journal.pone.0076003.t004
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Nonetheless, we acknowledge that the sounds delivered via the

multi-speakers system in the MR scanner are likely to generate

changes along several acoustic dimensions, other than just

complexity/spatiality and intensity. First, the piezo-speakers have

a relatively poor response at low frequency (,450 Hz), which is a

limitation of the setup used here. Second, we used a neoprene

foam sheet to attenuate reverberations within the MR bore. The

sheet was placed on the head-coil and reduced the echoes from the

front side. However, the noise from the top/back side could not be

reduced, because this would have obstructed the viewing of the

screen for the 3D projection. Thus, sounds from the multi-speaker

system reverberated within the MR bore, reducing the overall

sound quality and possibly acting as a low-pass filter. Future

developments of the multi-speakers system will include using

additional material for acoustic isolation (e.g. by adding foam sheet

on the bore of scanner).

While these factors/limitations are likely to have contributed to

the pattern of activation observed when comparing ‘‘surround vs.

mono’’ conditions in Exp 1, it is less clear whether/how these also

affected the results of the computation-based analyses of Exp 2.

These did not compare conditions ‘‘with vs. without’’ the multi-

speakers system, but rather used variance over periods that always

included surround-stimuli and – possibly – the associated echoes,

reverberations, low-pass filtering, etc. Further, the complexity

index reflected the relationship (i.e. angular difference, see

methods section) between the signal of the sound-sources (each

speaker vs. headphone), rather than the specific sound character-

istics (e.g. spectral density) of a single source/speaker. Finally, the

‘‘complexity’’ index is formally independent from sound intensity,

thus complexity can be high when the sound intensity and,

presumably, echoes and reverberation in the MR bore were low.

Nonetheless, we cannot exclude that the surround stimulation

generated changes over time of some other acoustic factor that co-

varied with ‘‘complexity’’ index, thus contributing to the effects in

STG and STS that we found in Exp 2 (see also [40] and [80]).

In the last decade, several computation-based approaches have

been successfully used to investigate brain activity during

presentation of naturalistic stimuli (e.g. [3,4,55]). Computation-

based analysis can identify brain areas where the hemodynamic

response co-varies with stimulus indexes derived from the

computational models. Here, we applied this approach to

investigate the processing of binocular disparity and multi-sources

sounds in 3D-surround cinematography. We found that activity in

area V3A showed both sustained responses to stereoscopic 3D and

dynamic changes co-varying with absolute disparity. The SPL and

LOC also responded to blocked 3D stimulation, with the SPL

showing an effect of absolute disparity primarily in its posterior

division (pSPL). By contrast, the pMTG and the left IFG did not

show any blocked effect of 3D vs. 2D presentation, but showed

time-varying signal changes correlating with disparity gradients.

Computation-based analyses of the multi-sources surround sounds

associated the processing of scene spatiality with the activity in PT,

even after accounting for any change of sound intensity.

Although naturalistic stimuli cannot replace well-controlled

experimental protocols [7], our results highlight that these can not

only confirm the result obtained with standard protocols but can

also help identifying novel aspects of stimulus processing, which

may then guide the design of new experiments with standardized

stimuli. Here we demonstrate that the combination of functional

neuroimaging and computation-based analyses of naturalistic

stimuli can reveal brain activity associated with the processing of

three-dimensional, surround-sound cinematography.
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